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ABSTRACT

Autonomous agents can explore the environment around them when equipped with advanced hardware and
software systems that help intelligent agents minimize collisions. These systems are developed under the term
Artificial Intelligence (AI) safety. AI safety is essential to provide reliable service to consumers in various fields such
as military, education, healthcare, and automotive. This paper presents the design of an AI safety algorithm for safe
autonomous navigation using Reinforcement Learning (RL). Machine Learning Agents Toolkit (ML-Agents) was
used to train the agent with a proximal policy optimizer algorithm with an intrinsic curiosity module (PPO + ICM).
This training aims to improve AI safety and minimize or prevent any mistakes that can cause dangerous collisions
by the intelligent agent. Four experiments have been executed to validate the results of our research. The designed
algorithm was tested in a virtual environment with four different models. A comparison was presented in four cases
to identify the best-performing model for improving AI safety. The designed algorithm enabled the intelligent agent
to perform the required task safely using RL. A goal collision ratio of 64% was achieved, and the collision incidents
were minimized from 134 to 52 in the virtual environment within 30 min.
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1 Introduction

Artificial Intelligence (AI) improves our daily lives by performing tasks without human inter-
vention. Although using AI will save plenty of time and effort, the mistakes caused by AI may lead
to disastrous outcomes. An autonomous agent can be programmed to search for a target or deliver a
target to a certain location. This agent should be equipped with the proper hardware and software that
provide it with the capabilities for safely exploring the environment and avoiding harmful accidents
to the consumer. One of the most reliable solutions for such problems is equipping these autonomous
systems with AI safety [1]. Using the Reinforcement Learning (RL) algorithm showed a practical
performance in AI safety [2]. RL algorithm can train an agent in a specific environment and encourage
the agent by giving it a reward to explore additional new areas [3]. During the training, the agent will
try different actions and behaviors, such as hitting a wall or crashing a car. In a real environment, this
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agent can be self-driving cars, cleaning robots, military or delivery drones, and many other applications
that serve the consumer. RL algorithms can enhance the agent’s performance and reduce these risks
by applying punishment to the agent in the training phase to train the agent to avoid any wrong or
dangerous behavior using a specific punishment function. Moreover, the RL algorithm can also reward
that agent for a good performance using a specific reward function [4]. The reward and punishment
functions are essential to encourage the intelligent agent to learn more and warn the agent in case of
unwanted behavior. To avoid physical damage in the training or testing process, Virtual Reality (VR)
environments can be used [5–7] as flexible applications to train a model.

Researchers from Google, OpenAI, UC Berkley, and Stanford collaborated to identify five
concrete problems in AI safety [8]: 1) avoiding negative side effects, 2) avoiding rewards hacking, 3)
scalable oversight, 4) safe exploration, and 5) robustness to distributional shift. Researchers assert
that these problems are attributed to three things: i) having the wrong objective function, ii) having
an objective function that is too expensive to evaluate frequently, and iii) undesirable behavior during
the learning process. Many of their proposed solutions to these AI safety problems involve RL. In
[9], these five concrete problems were discussed and investigated Machine Learning (ML), RL, safe
exploration, and AI safety.

In this paper, we used Machine Learning Agents Toolkit (ML-Agents) [10] to train the agent
with a proximal policy optimizer algorithm with an intrinsic curiosity module [11]. Two of the five
concrete problems were considered, avoiding negative side effects and safe exploration to ignore non-
goal objects and evade the obstacles. ML-Agents were used to train the agent with Proximal Policy
Optimizer (PPO) algorithm with the Intrinsic Curiosity Module (ICM) enabled (PPO + ICM). VR
environment was used to train the agent to avoid obstacles or find another route around them and
train it to ignore non-goal objects and evade the obstacles. This training aims to improve AI safety
and minimize or prevent the mistakes that can cause dangerous collisions by the intelligent agent. To
validate the results of our research, we performed four experiments. We used the Unity environment
and ML-Agents in these experiments to test and execute the designed algorithm. This research will
provide insight into answering the following two questions:

Q1: Are goals and collisions good metrics for choosing a model of an autonomous explorer agent?

Q2: Are 256 hidden units the best to minimize the number of collisions for an autonomous explorer
agent to avoid the negative side effects?

The rest of the paper is organized as follows. In Section 2, we discuss the prior research
methodology of relevant work. In Section 3, we present the proposed methodology. Section 4 presents
the results and discussion, and Section 5 presents the conclusions.

2 Related Works

RL is the third class of machine learning that works to collect data by itself without human
interference. This behavior helps reduce the time for a machine learning task. It works to collect data
from agent behavior or action in a specific environment. This will help the model become more robust.
RL shows impressive success in controlling many different games in the game of go [12], StarCraft2
[13], and Atari games [14,15]. Artificial intelligence has improved how humans live and has greatly
improved several technologies. However, AI should be safe and riskless to help us more [16,17].
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In our previous work, we used an adaptive neuro-fuzzy algorithm to generate the required
real-time control signals and avoid obstacles for a two-wheel drive (2WD) system [18]. AI must
provide stability and continuously track the agent’s behavior in an environment [19]. Markov Decision
Processes (MDPs), were used to reduce the risk in autonomous navigation in [20]. Another important
work of the RL algorithm is Q-Learning [21], where an agent was trained to navigate safely in a kitchen
environment [22].

There are many published research experiments focused on improving AI safety to lower the
risk for safe exploring and navigated agents [23–25]. PPO is a state-of-art RL algorithm invented by
OpenAI company. This algorithm can be equipped with the ML-Agents to design AI safety systems.
ML-Agents help train the agent with the PPO algorithm to overcome many RL scenarios, such as
hide-and-seek [26]. An agent trained with PPO can easily beat other agents in the 8-bit video game
domain [27]. Another task for the PPO algorithm has been considered in a real-time environment to
run an autonomous system [28].

ICM is an important model in the RL algorithm, and it is built in the ML-Agents. ICM is
responsible for training the agents to move and explore the environment by encouraging them with
rewards every time the agents reach new areas of the environment. ICM works like a rewarding system
to encourage the agent to explore more [29,30]. This gives the agent an extra reward for exploring
new status [11,20,23,24,31]. ICM is also considered in the design of an explorer agent to search and
explore an environment [25]. We can use many applications as an environment to train our agents,
such as Unity, OpenAI Gym, and The Arcade Learning Environment. Unity is considered the most
responsive and flexible environment because it is user-friendly and widely used in academia, industry,
and the Department of Defense. There are many extension applications available for facilitating extra
functionality to Unity. Many researchers have used Unity as a training environment for their agents
[32,33]. Connecting the ML-Agents with Unity gives these tools access to the Unity environment and
perform actions and behaviors to train an agent and to build an AI model that can safely explore its
environment.

3 Methodology

This section will discuss the tools, algorithms, configurations, and applications used to train our
agents. The method we propose and explain in this section serves the consumer by reducing collisions,
evading static and moving obstacles or objects, and minimizing the damage for the autonomous
exploring agent.

3.1 Unity Environment and ML-Agents
Unity is a responsive and flexible Windows, Linux, and Mac application. Unity version

2019.2.15f1, ML-Agents release_12, ML-Agents Python interface 0.23.0, Python 3.7, Pytorch 1.7.1
[34], and CUDA Toolkit 11.7.1 [35], were used in this work. Fig. 1 presents Unity with our VR training
environment. We added four people with red shirts, two farmers with yellow helmets, a police officer
with a blue hat, and a target box, which is the multi-color cubic box in the red square. A white square
surrounds our agent with a green shirt. We specified a goal: the rectangular region with cyan color in
the orange box. We used the C# script to adjust the custom values for our environment and agent.
The hardware and software used in this work include windows 11, CPU Core i7 11800H with 32 GB
RAM, and RTX 3080 laptop GPU.
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Figure 1: The VR environment

3.2 Goal Collision Ratio
Goal (G) Collision (C) Ratio (GC-Ratio) is the measurement of the goals without colliding with

the objects in every round. Our agent is supposed to evade the obstacles, but he sometimes makes
wrong footsteps during traveling to the target or the goal. These wrong footsteps increase the time
the agent takes to complete the round. Eventually, the agent will reach the goal even though he made
one or more accidents in that particular round. In this case, we specified the maximum number of
movement footsteps for the agent. If the agent reaches the maximum number without arriving to the
goal, the environment will be reinitialized. Then, the agent, the goal, and the target will all be initialized
with a random position for each of them based on (1).

GCRatio = G
(G + C + K)

(1)

Eq. (1) is used to calculate the GC-Ratio for every round, where K is equal to 0.001 to avoid the
error caused by zero division operation; C points out the number of mistakes done by the agent or
collisions counter; and G is the goal counter, which represents the number that the agent successfully
reached the goal. The value of GC-Ratio is unknown for the agent. It will be obtained when we run
the environment and start collecting the data for the training after reaching the required data (2,048
actions or behavior). The GC-Ratio will be calculated according to the goals and collisions, whenever
the agent gains a new value of goal or collision. Then, the GC-Ratio will be refreshed.

3.3 Training Environment
In the Unity training environment, we examined our agent initially to find the target and deliver

it to the goal point, as shown in Fig. 2. In every round, the agent continued moving with the target
towards the goal after any collision, and the agent eventually reached the goal with the target. Fig. 2(1)
shows an example of the initial state of the environment we used in our four experiments. Firstly, the
agent must search and find the target, as shown in Fig. 2(2). Then, the agent must drive the target to
the specified goal point, as shown in Fig. 2(3). The other characters have a walking route that may
intersect with the agent’s path while the agent is trying to explore the environment to reach the goal.
Fig. 2(4) shows the agent carrying the target and approaching the goal. Fig. 2(5) shows that the agent
finally reached the goal with the target. This environment helps us build a robust model that works
in complex scenarios to avoid obstacles. In this scenario, obstacles may block the agent’s way to the
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target, the agent must decide to either choose a different route or wait until the path is clear. In this
scenario, the path will not be simply a straight line from the starting point to the destination.

Figure 2: (1) The initial state of the environment. (2) The agent searches for the target. (3) The agent
drives the target. (4) The agent drives the target to the goal. (5) The agent reached the goal with the
target

This agent has two Raycasts [10], which work like a sensor to measure the distance between the
agent and the nearest block. Each sensor covers 180 degrees, so we need two sensors to provide full
360-degree coverage around the agent. The feedback data of Raycast will be sent to the ICM inside
the MLAgents, and the ML-Agents will make decisions based on the received data. Each iteration will
be finished when the agent drives the target to the goal. If the agent finished the maximum number of
movement footsteps without reaching the goal, the environment will be reinitialized. When the agent
hits any blocks like walls or a character, the system will penalize the agent by giving it a collision point.

The agent’s behavior in discovering the environment is illustrated in Fig. 3. This way, the ICM
will know it made a mistake and try to avoid it in future rounds. With this training, we will have an
intelligent agent that can detect the target and drive it to the goal by avoiding the obstacles. In Exp_1,
we start the training for our model with 2 million max_steps (iterations) and 128 hidden units. The
hyperparameters for PPO + ICM that we used in this training are included in Table 1.
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Figure 3: The training of the agent with ML-Agents

Table 1: The hyperparameters of PPO + ICM

# Hyperparameters Value # Hyperparameters Value

1 Batch size 2048 8 Hidden units 256, 128
2 Buffer size 20480 9 Number of layers 2
3 Learning rate 0.0003 10 Gamma 0.99
4 Beta 0.005 11 Curiosity strength 1.0
5 Epsilon 0.2 12 Maximum steps 5,000,000

2,000,000
6 Lamb 0.95 13 Time of horizon 128
7 Number of epoch 3 14 Normalize False

The PPO + ICM configuration (hyperparameters), shown in Table 1, has been programmed
according to the official documents of ML-Agent [10]. The buffer_size value corresponds to the data
size that we need to update our learning model or start the training. The data will be collected from the
agent’s actions and behavior while the agent is exploring the environment. The data should be twice
the batch_size value, which is the number of input data to the neural network for one iteration. For
the used buffer_size 10x, the batch_size = 2048. The beta value ensures that the agent explores more
new territories during training. The Generalized Advantage Estimate (GAE) [36] employs lambda λ

(Lamb in Table 1) to calculate the features of the PPO algorithm. The num_epoch must be between 1
to 3 for building a robust and stable model. Epoch is a set of iterations, and this number can be found
using (2). For every 3 epochs, we have 732 iterations (3 × 244 = 732). Every 3 epochs, we will have an
update for our model data. For 2 million cases, the model will be refreshed every 98 iterations.

Iteration
1 Epoch

= Max Steps
Buffer Size

= 5, 000, 000
20480

= 244 (2)

In Table 1, the hidden_units value is the number of units in every fully connected network. The
num_layers refer to the number of hidden layers after the input layers. The maximum value of layers is
3, and we used 2 in this work for all four experiments. For this work, we choose training our models for
2 million steps as a starting point. The curiosity strength value represents the reward value that will be
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given to the agent to inspire it to explore and conduct an additional search. The max_steps value is the
maximum number of iterations, and we specified and used 2 million and 5 million iterations in our four
experiments. For Exp_2, Exp_3, and Exp_4, we ran the simulations with the same hyperparameters
as in Table 1, but we changed the number of hidden units and the number of max_steps (iterations) as
shown in Table 2. We now have four different models for the four different experiments, as in Table 2,
and we will test them in the next section.

Table 2: The configurations of the four experiences

Experiment Num_hidden_unit Max_steps

Exp_1 128 2 million
Exp_2 128 5 million
Exp_3 256 2 million
Exp_4 256 5 million

3.4 PPO + ICM Model
A proximal policy optimizer is the practical solution for our case, according to previous research

[18,26,27]. PPO is used to train an autonomous agent to explore, search, and train another agent
in a real-time environment. The PPO algorithm loss function is continuously minimized using the
mathematical model in (3) and is used to update the learning value [11].

LCLIP (ϑ) = Êt
[
min

(
rt (ϑ) Ât, clip (rt (ϑ) , 1 − ε, 1 + ε) Ât

)]
(3)

where the superscript CLIP refers to conservative policy iteration. ϑ is the policy parameter, Êt is
the expectation over time steps, rt is the probability ratio of new and old policies, Ât is the estimated
advantage at time t, and ε is the hyperparameter. Eq. (3) is used to update the learning knowledge of
the model with every specific number of iterations. In this work, we have four models, each with a
different number of hidden units and a different number of steps (iterations) as described in Table 2.
The agent is provided with Raycasts, which is a sensor that measures the distance between the agent and
the other obstacles, and Raycasts generates data a digital value, which is stored in a matrix or vector.
Based on this data, PPO + ICM algorithm will be trained on this vector, and the model will learn how
to direct the intelligent agent without causing any conflict. PPO + ICM algorithm is constructed using
Tensorflow/Keras backend neural networks in which ICM uses a forward model and an inverse model
to encode states as input and predict both the action and the next state. The differences between the
encoded next states and the predicted ones are used as intrinsic reward signals that encourage agents
to explore new states, such that the agent policies maximize the expected sum of extrinsic and intrinsic
rewards, as shown in Fig. 4, which reviews how the PPO + ICM algorithms work.
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Figure 4: ICM computes the difference of encoded next states and encoded predicted next states

4 Results

Table 2 presents the four implemented experiments with different steps and hidden units. This
work involves the construction of four different models for autonomous agents, and we have evaluated
these to identify the most effective model for this research. The four models have been designed to guide
an agent in a crowded environment surrounded by walls, and we ran the agents in the environment for
thirty minutes to evaluate which model was most efficient. Fig. 5 demonstrates how the agent found
the target and delivered it to the goal point without accidents. The agent training to search for a specific
target. After finding it, he will attempt to drive it to the goal with a cyan color in Fig. 5. While the agent
tries to reach the target or the goal, he will try to evade any obstacles in his path. The challenge for
our agent is reaching the goal with no or with minimal collisions.

Figure 5: The agent drives the target to the goal

Fig. 6 demonstrates the GC-Ratio, the number of collisions gained during training, the number
of episodes, which is the number of rounds, and a number of goals which is the number of successful
attempts that the agent reached the goal during training.

Fig. 7 presents the agent’s performance in the Unity environment. We can see that the episode
or the behavior time is decreasing, which shows that the agent learns to drive the target to the goal
with fewer movements in the following iterations. The cumulative reward was given to the agent, so it
guarantees that the future reward will be bigger to motivate and encourage the agent to explore more
new areas.
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Figure 6: Four curves are presented, each with different colored lines, representing the model’s
performance for each of the four experiments. The cyan line represents Exp_1. The red line represents
Exp_2. The blue line represents Exp_3. The orange line represents Exp_4. The agent’s performance
curves: (1) GC-Ratio calculates how much the gained ratio during training; (2) the number of collisions
value gained during training; (3) the number of episodes, which is the number of rounds; (4) the number
of goals is the number of the successful attempts that the agent reached the goal during training

Figure 7: The training and reward processes: (1) Cumulative reward curve. (2) Episode length: Episode
means the action or behavior of the agent, and the length of the episode means the time the agent took
to reach the goal in every iteration during training
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Fig. 8 illustrates the value and policy losses for the designed model. The value loss is the difference
between the predicted and actual values. It is used to determine the predictable reward for an agent and
to update the parameters of the value function network. The policy loss is the difference between the
current and previous policies. Every environment has a special policy or environment rules, which the
agent needs to learn to succeed in this environment. The policy loss is used to update the parameters
of the policy network to enhance the model’s performance.

Figure 8: The loss reduction: (1) The policy loss is the difference between the current and previous
policies. (2) The value loss is the difference between the predicted and actual values

We tested the four models we designed for the autonomous agent in a Unity environment for
30 min. Fig. 9 is a snapshot from the training that illustrates the simulation summary of the training
models. The colored circles refer to the experiment curve color. Smoothed is the smoothness ratio in
the plotted curves. Step is the number of iterations. The experiment “Name” and the color of each
curve for every model are: Exp_1_2M_128 layers (cyan), Exp_2_5M_128 layers (red), Exp_3_2M_256
layers (blue), and Exp_4_5M_256 layers (orange). In the next section, we will explain the differences
between models, and select the model that provides the best performance.

Figure 9: Snapshot for summary of the training models. The colored circles refer to the experiment
curve color. Smoothed is the smoothness ratio in the plotted curves. Step is the number of iterations

4.1 Comparison
A comparison was made between the four implemented models in the Unity environment. The

evaluation for every model has been done according to the following four metrics:

• Goal: The number of successful attempts that the agent reached the goal in 30 min.
• Collision: The number of failed attempts in which the agent made a mistake or an accident by

hitting other characters or walls.
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• GC-Ratio: The ratio for the goal collision calculated using (1), which we presented in Section 3.
• Rounds: As presented in Table 3, the total number of rounds equals the number of goals in

30 min.

Table 3: The performance of the models

Experiment Goal Collisions GC-ratio Rounds Model performance

Exp_1 99 81 0.550997 99 2nd Worst
Exp_2 94 134 0.413278 94 Worst
Exp_3 101 57 0.640236 101 Best
Exp_4 73 52 0.599355 73 2nd Best

Table 3 presents the performance results for the four models within a 30-min simulation window,
where Exp_3 generated the best performance. The agent scored 101 goals, which is the highest number
of goals in this work with the highest value of GC-Ratio of 0.64. The agent had 57 collisions in 101
rounds, which is the highest number of rounds in the four experiments.

5 Discussion

This work was not expected to totally prevent collisions; in fact, it was possible as expected to
reduce the collisions and enable the intelligent agent to avoid the blocks and obstacles while attempting
to locate the target or direct the target to the goal. An additional limitation is related to when the
autonomous agent delivers the goal to the target. Here, the agent stops avoiding the other characters
and obstacles. This issue is associated with the limitation of the agent and the environment. If the agent
could transport the target, this would solve the problem, and our agent can turn his attention to his
path instead of pushing the target.

There were two questions we raised in the research:

Q1: Are goals and collisions good metrics for choosing a model of an autonomous explorer agent?

If we want to utilize a good model, we need a model with a larger number of goals and a
smaller number of collisions. The GC-Ratio is a good metric for choosing the model. The GC-Ratio
automatically computes the difference between goals and collisions, like in our Exp_3 and Exp_4.
Exp_3 generated a GC-Ratio value of 0.64, which is greater than the Exp_4 GC-Ratio value of
0.599. Therefore, Exp_3 is considered the best and most robust model among the four models we
implemented.

Q2: Are 256 hidden units the best to minimize the number of collisions for an autonomous explorer
agent to avoid the negative side effects?

Four models were implemented, each generating a different result, as described in Table 3. Our
results show that Exp_3 and Exp_4 were the best and second-best models, respectively. In Exp_3 and
Exp_4, we could reduce the number of collisions to less than those obtained in Exp_1 and Exp_2.
In this case, the experiments with the 256 hidden units could minimize the number of collisions and
provide us with stable and high-quality models that work better than the models with 128 hidden units.
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6 Conclusion and Future Work

This paper describes four models that can enable an autonomous agent to explore and navigate
in a crowded environment with less harm by reducing the number of collisions. We trained each
model with a different configuration according to the four experiments we designed. We equipped our
intelligent agent with individual models to measure how well each would function in a crowded Unity
environment. During the thirty-minute simulation window, our evaluation of the four models revealed
that the third model was most successful in directing the agent to a secure and proper path. Using
reinforcement learning and adding 256 hidden units enabled to design of a reliable algorithm that
can direct the intelligent agent to perform the required task. The agent achieved the highest number
of goals in this work, which is 101 and had a GC-Ratio of 0.64 as the highest value. During the 101
rounds of the four experiments, the agent had the smallest number of collisions at 57. The agent avoided
obstacles while searching for the target and delivered it to the goal point. Implementing reinforcement
learning to supervise the behavior of an intelligent agent generated a self-learning AI safety model
and facilitates the way to design a control system with less effort, without guidance, and without the
requirement for a mathematical model. Future work is planned to be done using the Yolo7 algorithm
for object detection and we will investigate the possibility of employing the segmentation method to
secure safe navigation.
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