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ABSTRACT

The constantly increasing degree and frequency of cyber threats require the emergence of flexible and intelligent
approaches to systems’ protection. Despite the calls for the use of artificial intelligence (AI) and machine learning
(ML) in strengthening cyber security, there needs to be more literature on an integrated view of the application
areas, open issues or trends in AI and ML for cyber security. Based on 90 studies, in the following literature review,
the author categorizes and systematically analyzes the current research field to fill this gap. The review evidences
that, in contrast to rigid rule-based systems that are static and specific to a given type of threat, AI and ML are
more portable and effective in large-scale anomaly detection, malware classification, and prevention of phishing
attacks by analyzing the data, learning the patterns, and improving the performance based on new data. Further, the
study outlines significant themes, such as data quality, integration, and bias with AI/ML models, and underscores
overcoming barriers to undertaking standard AI/ML integration. The contributions of this work are as follows:
a thorough description of AI/ML applications in cyber security, discussions on the critical issues, and relevant
opportunities and suggestions for future research. Consequently, the work contributes to establishing directions
for creating and implementing AI/ML-based cyber security with demonstrable returns of technical solutions,
organizational change, and ethicist interventions.
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1 Introduction

This paper discusses the role of artificial intelligence (AI) and machine learning (ML) in enhancing
cyber security and their ability to adapt to dynamic and ever-changing cyber threats. Doing so has
transformative potential for threat detection and response mechanisms in cyber security.

An ever-accelerating pace of market digitalization shapes the client-orientation process in all sec-
tors, leaving people with enormous opportunities to be constantly connected and thoroughly satisfied.
Nonetheless, this has also seen the rise in—and the increased frequency and complexity of—cyber
threats in the digital age [1–3]. The contemporary cyber security environment constantly faces threats
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and attacks targeting organizations and individuals, including professional ransomware attacks, state-
sponsored cyber espionage, amateur phishing attempts, and large-scale malware intrusions [4,5]. The
cost of these incidents is rather worrying [6], with billions of US dollars being lost yearly on account of
loss of data, revenue generation loss due to system crashes, and theft of intellectual property [6]. The
social impact is also enormous; people and organizations have a loss of reputation, privacy invasion,
and even physical harm because of cyber attacks [2]. The weaknesses of the standard for defined
security policies rely on such evolving threats [7,8].

On the one hand, it is the volume and velocity of the threats; on the other hand, it is the adaptability
and evolvability of the threats becoming more and more sophisticated [9] that make the traditional
methods of identifying threats based on their signatures and trying to erect protective perimeters
almost useless [10]. Many new threats, including zero-day vulnerabilities, advanced persistent threats
(APTs), and polymorphic malware, have emerged to compound the weakness of traditional security
techniques [11,12]. The constant emergence of new and more advanced threats makes it increasingly
necessary to find new ways for identifying and preventing them before they happen to the detriment
of some helpless victim. For instance, Atiku et al. [1] demonstrated that AI and ML technology can
address these challenges by enabling the development of intelligent systems that can analyze large data
sets for real-time detection and response to threats. To illustrate, Xu et al. [13] found that computer
programs can detect any abnormality in network traffic, user behavior or system logs that may indicate
an intrusion.

This literature review is motivated by the critical necessity of analyzing how AI and ML can
enhance cyber security. The growth rate of threats in the cyber realm and the limitations of conven-
tional thinking about addressing them point toward the need to look for new approaches that will
be effective in the network enabled capability (NEC) context. AI and ML can process large amounts
of data, extract patterns, and learn from experience, which are promising areas for improving threat
identification, mitigation, and prevention measures. However, to successfully integrate AI and ML
into cyber security practices, it is crucial to understand how they work, what problems they can solve,
and what pending and prospective opportunities are available. This literature review will provide such
an understanding and be a valuable resource for cyber security researchers, practitioners, and decision-
makers. This research is essential because it will lead to more robust and resilient cyber infrastructures.
Organizations can employ AI and ML to strengthen their defense mechanisms and provide them with
predictive capabilities to manage threats proactively. Data can be continuously monitored through
AI-based systems and analyzed to identify possible points of vulnerability and predict attack vectors.
Hence, organizations can take pre-emptive measures against risk [14]. Nevertheless, Giudice et al. [15]
underscored the importance of organizational acceptance of AI and ML technologies.

Further, Buczak et al. [14] contended that AI and ML can be leveraged to automate duties such
as threat hunting, incident response, and vulnerability assessment, hence allowing human analysts to
focus on strategic activities. Automation improves cyber security operations’ effectiveness, especially
with the scarcity of skilled personnel [9].

The article investigates the application of AI and ML in various aspects of cyber security
infrastructure, including network, cloud, and application security. It also probes additional issues,
including adversarial attacks, the need for explainable AI (XAI), and ethical concerns about AI use
in security scenarios. This research addresses these intricate matters by providing a comprehensive
balance sheet on shaping future cyber security through AI and ML. The central question of this study
is how organizations effectively integrate AI and ML into a cyber security framework while addressing
limitations/challenges.
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The article has six sections: Introduction (Section 1), Literature Review (Section 2), Methodology
(Section 3), Results and Discussion (Section 4), Future Research Directions (Section 5), and Conclu-
sion (Section 6).

2 Literature Review

This literature review provides a comprehensive and up-to-date overview of state-of-the-art AI
and ML for cyber security, identifies critical challenges and opportunities, and informs future research
directions in this rapidly evolving field.

While this review focuses on the period from 2015 onwards, which paved the way for the current
development of AI and ML for cyber security, many concepts of AI and ML in cyber security
originated several decades ago, and specific papers shaped the field. These early studies focused on
enabling different AI and ML approaches to deal with cyber security issues, including intrusion
detection, anomaly detection, and malware.

It is compelling to see the continuous evolution of models in intrusion detection theory. One of the
earliest models, developed by Denning [16] in 1987, laid the theoretical basis for all Intrusion Detection
Systems (IDS) created over the years. Most of these models, including the early one, draw on AI and
ML to enhance their performance, showcasing the field’s intriguing progress.

Another superlative work of the old generation is done by Forrest et al. [17] on anomaly detection
for Unix processes. This research suggested that the potential of AI/ML in discovering new forms
of threats is immense. An intrusion detection model can be developed based on departing from the
system’s normal behavior, showcasing the field’s capabilities. A related work [18] proposed employing
autonomous agents for intrusion detection, which led to the formulation of intelligent and adaptive
security systems.

In another work, Lee et al. [19] examined data mining and ML to construct intrusion detection
models that can uncover important information from massive security data. Mukkamala et al.’s
[20] comparative evaluation of artificial neural networks and support vector machines in intrusion
detection supported the application of ML methods to improve protection schemes.

Drawing on the above AI/ML in cyber security history, in the following sections of the paper, the
author will analyze present-day security threats and how AI and ML need to be further developed and
incorporated into the current cyber security environment.

2.1 Current Cyber Security Challenges
2.1.1 Overview of Current Threats

Threats in the cyber domain have significantly transformed in the last few years from an increase
in sheer numbers and, quite worryingly, making them hard to counter. New studies stress AI and
ML usage in emerging threats, stating their capability to boost IDS [21–23] and capitalize on cyber
threat intelligence platforms [24]. Malware, phishing, and ransomware attacks are highly effective
in moving beyond traditional protection tools’ reach, as Husák et al. [4] and Sanghani et al. [25]
suggested. According to Xiao et al. [11] and Shu et al. [7], zero-day vulnerabilities are software
flaws the vendor has not identified, yet, and no patch exists. Consequently, AI technologies surge
as crucial technological tools in forming predictive offense measures that can preemptively tackle new
threats [12].

Wagner et al. [5] mentioned that state-sponsored attacks and APT intensify cyber security. For
instance, state actors leverage enormous efforts and sophisticated instruments for spying, damaging,
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and misleading concerning critical infrastructure, government departments, and corporate entities.
APTs are quiet and sneak into a system extensively, loitering in it, shifting their tactics, siphoning
off data or subverting it [26]. These threats are usually sophisticated and often use spear phishing or
watering hole attacks that are not easily recognizable.

Also, the advancement of various digital systems and Internet of things (IoT) devices has increased
the attack vectors, thus exposing potential vulnerabilities. As highlighted by [27], IoT devices are
primarily unsafe and do not have adequate security features; hence, they can be easily manipulated as
a gateway into further networks and infect other networks in a domino effect. Cyber threats’ immense
and dynamic nature requires a change in perception from reactive to preventive, innovative, and an
approach involving AI and ML [2,3]. Further, Industry 4.0 and the growing level of interconnectivity
have enlarged these threats, which is why new methods based on AI need to be used to protect networks
from constant threats [10].

Yet, AI systems are not safe from cyber threats and are prone to attacks. Adversaries can
circumvent AI-based defenses, attack their algorithms, and attempt to tamper with the training
datasets to render AI security tools ineffective [28].

Due to the constantly evolving hostile environment, organizations must reevaluate conventional
security methods that rely solely on signature detection and perimeter defenses. Modern cyber threats
are dynamic and adaptive, so it is high time to shift to proactive, intelligence-based, and ‘learning’
security measures with the help of AI and ML.

2.1.2 Limitations of Traditional Cyber Security Approaches

Traditional cyber security measures predominantly rely on signature detection technology, which
implies comparing the signatures of input data against the database of known malicious signatures
(e.g., virus definitions, IDS signatures). The traditional cyber security strategy works well against
known threats but is limited to novel attacks, as References [8,7] argued that such attacks do not possess
pre-existing signatures.

Another threat to organizations is zero-day attacks, in which the attackers successfully locate a
new and unrecognized form of a cyber risk that has yet to have a countermeasure on the market.
These attacks have the disadvantage of being able to avoid detection by the system defenses because
they do not resemble any other pattern and leave an organization open to highly advanced, targeted
attacks with devastating results [12].

Static defenses, including firewalls and intrusion prevention systems, cannot effectively counter
cyber adversaries’ modern strategies and tendencies. Malware authors always devise ways to bypass
security measures; thus, rules and configurations become outdated quickly. The emerging threats
require novelties and patches frequently, which are complex and could bring new threats into operation
[10]. This circumstance explains why there is a need for advanced proactive security that employs AI
and ML, which are self-learning and can counter new types of attacks [29].

Furthermore, typical anti-virus strategies are oriented toward outside threats, while insider threats
are usually neglected. However, this assumption is no longer valid in today’s environment, where
insider threats and lateral movement within the network are significant concerns [6,30]. In other cases,
standard approaches to recognizing or stopping adversarial actions from a penetrated internal host or
user have weaknesses.

Countering modern threats will require more than the typical cyber security approaches. A
more aggressive approach, greater sensitivity to new threats, and more significant innovation are
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now necessary in the fight against the threats of the new century, which is why AI and ML play a
significant role.

2.2 Fundamentals of AI and ML in Cyber Security
2.2.1 Introduction to AI and ML

AI is a way in which artificial machines imitate the ability of human thinking by being trained and
developed to think and learn like humans. AI is a broad field comprising ML, which involves using
algorithms to learn from data and make decisions. This is why the learning process lies at the heart of
the application of ML in cyber security: discovering new and unknown threats, which a system based
on a set of rules can miss [31,32]. In cyber security, these technologies analyze large amounts of data
to determine signs representing a threat. The modern world requires inserting AI and ML techniques
in cyber security to improve performance [8]. The threats are progressive, and sophisticated solutions
are needed to overcome them. For instance, several authors highlight the prospect of applying AI
technology, such as ML and deep learning, to enhance cyber security [2,33]. Enhancing AI features
enables cyber security specialists to prevent and combat threats more efficiently.

AI and related digital technologies are instrumental in implementing security solutions and
data analysis to prevent systems from being vulnerable to new threats [9]. AI and ML have been
adopted in industry and research to solve emerging and critical problems, focusing on cyber security
as the vital area to address broad-based malware threats in critical systems [10,34]. Scholars have
identified these technologies’ primary roles in the different aspects of cyber security [35,36]. As stated
by Ahsan et al. [37], these technologies are more scalable and practical in identifying malware than
traditional techniques that require more focus and intervention from human experts.

AI efficiently interprets various cyber security data, carrying out activities such as asset cate-
gorization, control assignment, vulnerability handling, and threat identification, among others [38].
To address successive anomalous behaviors, cyber security specialists can use AI and ML and work
preventively in the fight against cyber threats [39].

AI and ML significantly improve the ability of IoT to describe cyber behavior, analyze risks
and vulnerabilities, and identify cyber attacks [40]. According to [41], advanced analytical techniques
such as ML, data mining, deep learning, and expert systems are essential for strengthening security.
The number of threats is rising, and cyber security operators have turned to ML to improve defense
efficiency [42].

Supervised and unsupervised ML techniques, which involve labeling data and finding hidden
patterns, respectively, possess the potential to provide solutions to cyber security issues, such as
intrusion detection systems [43]. In addition, AI and ML algorithms are used frequently in practicing
cyber security, which shows their importance in enhancing the security system [44]. These technologies
permit the work on emerging patterns of security incidents out of the cyber security dataset and allow
the creation of intelligent and automated systems based on the outcomes [9].

Conclusively, the narratives indicated that integrating AI and ML technologies is central to
enhancing cyber security solutions. These technologies, when adopted, enable cyber security specialists
to improve threat identification, apply machine-based solutions to several problems, and provide better
security against new types of threats. Combining AI and cyber security is one prominent emerging field
in protecting data and sensitive structures. In addition, ongoing research on adversarial ML, such as
the one by Ijiga et al. [45], holds promise for enhancing threat detection and prevention schemes.
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2.2.2 Applications in Cyber Security

AI and ML are valuable for cyber security by providing a more effective and proactive approach
to threat detection and response [22]. These applications are virtually in all areas, and one of the most
familiar is detecting threats. Thanks to ML algorithms, AI systems can process big data from various
sources, such as network traffic, system logs, and users’ behaviors, and realize patterns that are out
of normal parameters [14]. This capability makes it possible to identify new threats that the other
detection methods largely fail to recognize, such as zero-day threats.

Other learning algorithms include clustering and anomaly detection, where, based on traffic
patterns, the system can spot abnormal traffic and label it as malicious traffic even without the usual
signature [13]. However, with supervised learning techniques, one has training sets of preferably labeled
malicious and benign traffic to build high-precision models.

Moreover, AI and ML are also commonly used in network security management. Other typical
network management practices include structured techniques, which presuppose manual configuration
and monitoring. Conversely, AI can self-regulate and supervise network activities, dynamically learn,
and detect risks that harm the network [46]. The specific techniques and advancements in AI/ML
include anomaly detection as the most basic approach in cyber security, centered on detecting
squares familiar to the system, but quite different from the everyday norm. In anomaly detection,
some conventional techniques involve rule-based systems or statistical methods, which sometimes are
helpless in figuring out an innovative approach to intrusion. Newer techniques in AI/ML have made it
possible to build significantly enhanced anomaly detection systems capable of processing vast amounts
of data and further analyzing for amplified patterns in the observed transactions that could indicate
abnormally performed actions [14,38]. These systems utilize methods such as unsupervised learning,
clustering, and deep learning to design models capable of detecting between normal and abnormal
traffic without the benefit of learning from previous samples or data. Research utilizing AI/ML for
anomaly detection has yielded good outcomes in cyber security areas such as intrusion detection,
malware analysis, and fraud detection [14,38,43].

Furthermore, when it comes to automated malware analysis, deep learning models, including
convolutional neural networks and recurrent neural networks, have drawn much interest and have
been proven effective due to the models’ potential to identify features and patterns directly from raw
data [32,37]. In addition, intrusion detection and prevention systems (IDPS) are essential in countering
threat attempts at networks and systems’ invasion and use. Intelligent attackers can easily circumvent
the traditional IDPS, which depends on rules or signatures. AI/ML incorporated IDS that can adapt
to the interpretations of the data traffic and dynamics of the users to establish unsuitable changes
and intrusions as part of the real-time data analysis. The advantage of these systems is that they
can learn from new attack patterns and techniques and offer more preventive and robust protection.
Researchers have applied AI/ML to IDPS, exploring several ML algorithms and deep learning models
to enhance system performance [21,23]. AI/ML is also helpful in identifying written content such
as emails, websites, and other forms of communication that may contain phishing attempts. Besides,
the features of these communications–the text, the links, and others–can be processed using natural
language processing (NLP) and ML to help reveal phishing indicators such as phony message content
when the domains used are fakes or the attachments are malicious [25,37].

Lastly, ML and AI approaches can be applied to parse the logs of activities performed by the
users, network traffic, or any other data that would help derive the expected behavior of the network.
These can then be classified as some security anomaly–perhaps an insider threat or a compromised
account, among others. Incorporating AI/ML into user and entity behavior analytics [30] is proving
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to be highly effective in identifying new and improved attack patterns that often go unnoticed by
conventional security approaches [14]. This effectiveness of AI/ML in identifying new and improved
attack patterns instills confidence in the systems’ capabilities. AI/ML extends beyond user behavior;
for instance, AI-guided network security can range from identifying and preventing security threats in
networks to alert prioritization and suggesting modifications to the network’s configuration. Such
systems can come up with conclusions from previous experiences and incidents, making it easier
to develop network protective measures and offering a more robust way of protecting the network
from threats. Additionally, security information and event management systems benefit from AI/ML
algorithms as these can correlate events from different sources and identify new contexts that were
previously unknown, completing and making this information actionable more quickly and accurately
than a human analyst [47].

AI and ML help revolutionize cyber security by performing repetitive tasks, bolstering the
defenses to stop threat actors, and helping cyber security specialists maintain their advantage in
ongoing warfare.

2.3 Advantages of Integrating AI into Cyber Security
2.3.1 Enhanced Threat Detection

Another important feature of AI technologies is their ability to learn and identify features and
deviations within big data, which is critically important in cyber security. Also, their ability results in
better identification of advanced cyber threats that often go unnoticed by other security solutions. AI
tools expose zero-day vulnerabilities, which are undiscovered by the software manufacturer, and APTs,
which use stealth and persistence methods [47]. AI/ML systems are also being applied to identify and
prevent botnets in IoT networks, as these devices’ volume, variety, and openness make conventional
security strategies unworkable [48,49]. Primarily, these zero-day vulnerabilities and APTs are contained
in one of the quintessential aspects of AI today, the ML algorithms. The ML schemes contrast with
the traditional concept of systems based on a set of rules and signatures to recognize vulnerabilities.
Instead, they train on a large amount of data and build predictions to identify new never-before-seen
data points as either a ‘good’ or ‘bad’ element. The capability of such recognition systems makes them
especially valuable in discovering new or incipient threats that still need to be met or described [14].

However, since many of the algorithms functioning under the category of ML are ‘black-box,’ they
may not be ideal for use in security-sensitive environments. That is why the field of XAI emerged—to
explain how these models make decisions, allowing viewers to verify the conclusions independently
[34,50]. Some specific examples of XAI techniques and their applications in cyber security include
Local Interpretable Model-agnostic Explanations (LIME). This popular XAI technique provides
local explanations for individual predictions made by any classifier by approximating the model
locally with a simpler, interpretable model. In cyber security, LIME can be used to explain why an
intrusion detection system flagged a particular network traffic pattern as suspicious. By highlighting
the specific features that contributed to the model’s decision, LIME can help security analysts validate
the alert and make informed decisions about further investigation or response [50]. The application
of LIME in cyber security has been explored in various studies, demonstrating its effectiveness in
providing interpretable explanations for complex AI/ML models [34]. In addition, SHapley Additive
exPlanations (SHAP) is another powerful XAI technique that provides local and global explanations
for ML models. SHAP values quantify the contribution of each feature to a model’s prediction,
allowing for a deeper understanding of the factors that influence the model’s decision-making process.
In cyber security, SHAP can be used to explain the features that a malware classification model uses
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to identify a file as malicious, helping security analysts understand the underlying characteristics of
the malware and develop effective countermeasures [51]. The use of SHAP in cyber security has been
gaining traction, with several studies demonstrating its ability to provide meaningful explanations for
complex AI/ML models [52].

Lastly, programs developed using ML algorithms keep learning from the data and are updated
regularly since cyber security threats are constantly advancing. This continuing process is vital for
defining and eradicating risks before the occurrence of irreversible damage [8]. One of the factors
that make AI and ML favorable in the enhancement of security is their capacity to adapt and
learn autonomously without supervision from people all the time. However, a wealth of evidence
demonstrates AI’s capacity to improve cyber security, which is supported by [53], who identify the
capability of AI in redesigning threat detection for the next generation. They allow a high-security
alert level to be maintained, which is far superior and less labor intensive than other methods used in
the current information security technical environment. Therefore, first, it helps handle extensive data
analysis successfully, and second, it makes human analysts shift their attention to activities concerning
handling incidents and hunting threats.

2.3.2 Speed of Response

Utilizing AI technologies is set to drastically change threat response in cyber security. It will allow
for greater automation of the threat response process, shortening the time from threat identification
to the countermeasures applied. Their rapid response capacity is essential in countering the harm that
can be caused by a cyber attack, especially when the time is minimal [9].

For example, imagine a case in which an AI system in an organization identifies an anomaly in
the traffic in the network, probably a sign of a cyber attack. Rather than waiting for the information
technology (IT) staff to respond, often with a certain amount of delay because of incident logs, the
AI system can implement preprogrammed activities, including blocking probable malicious traffic,
containing compromised network areas, or triggering a more extensive response procedure [37]. AI
tools perform the above almost immediately after the first detection of the attacker, which severely
restricts the attack window and achievable damage.

Furthermore, it relieves the pressure and workload of the cyber security teams that deal with
hundreds, if not thousands, of alerts and incidents daily. Some of the tasks that may have been carried
out manually, such as the response management process, escalated indicators, and executed actions,
can be effectively handled by AI systems, freeing up the energy and competency of the teams to work
in areas like threat hunting, vulnerability management, and security policy. This approach enhances
the functionality and productivity of the cyber security process since the organizations in question
have a limited number of cyber security tools at their disposal [8].

Response systems can be embedded with self-learning capabilities to prevent future occurrences
by enhancing the system’s ability to diagnose and fight different threats. Closely related to the first
advantage, this adaptive capability is helpful in the constantly changing environment of cyber threats
characterized by new attacks and methodologies. Using AI and ML in organizations can lead to the
development of more robust security features, especially when protecting an organization from cyber
threats.

2.3.3 Predictive Capabilities

ML models take data and discover patterns; it has become one of the most effective tools for
estimating possible weaknesses and probable threats in cyber security. This proactive approach stands
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out from the usual methodologies that adopt a reactive stance and enables organizations to enhance
their protection in risky areas before an attack [13]. Besides their reactive perspective, the models of AI
and ML are primarily effective in terms of prediction. These models look at previous occurrences and
recognize them as patterns, allowing for an estimated understanding of how and where an opponent
could come in [54].

For example, ML models can scan through a large amount of data, including historical attacks,
vulnerable information, and threat intelligence data, find the relation and correlation between these
data, and recognize a system’s weaknesses, such as out-of-date software, misconfigure of setting, and
abnormal user actions, which attackers might take advantage of [14].

Also, by using threat intelligence data, ML enables an organization to predict which attacks are
potentially imminent by analyzing the trends of malware families, phishing campaigns or any other
vectors and estimate the potential impact of a threat [39].

Thus, organizations can prevent the mentioned risks while executing the change management
process (e.g., if the predictive model has singled out a carrier as a likely avenue for ransomware attacks).
Otherwise, the organization can raise the level of protection around that vector in advance, for example,
by strengthening access regulations or expanding observational measures. They can also inform the
employees of the possibility of such an attack and the measures they should take not to become a
victim [9].

Such a proactive approach helps prevent potential security breaches and allows organizations to
allocate resources more effectively. By focusing on high-risk areas identified by predictive models,
organizations can optimize their security investments and achieve higher protection with limited
resources.

2.4 Implementation Strategy
2.4.1 Assessment of Current Infrastructure

The current state of the infrastructure requires a thorough evaluation before incorporating AI in
the fight against cyber threats. Thus, this assessment is an essential basis for evaluating the positive
and negative aspects of the current cyber security model and determining the AI technologies that can
be implemented most efficiently [9].

Thus, the assessment should effectively review the state of the organization’s security in terms of
the extent and kind of security control, policies, and procedures, which include security measures at
the network layer of the architecture [12], at the endpoint, in handling the data, the response to any
incidents, and any training on security awareness. Also, the assessment should define the characteristics
of the organization’s data, as this data will be instrumental in training/validating AI models [14].

Consequently, it becomes possible to understand which parts of the existing structure AI can
make most effective–considering both key advantages and significant drawbacks simultaneously. For
instance, if the assessment determines that the organization is weak in detecting advanced threats, AI-
based anomaly detection systems can be critical [13]. On the other hand, if incident response times are
an issue, AI automation would speed up response activities [46].

Also, the evaluation enables anyone to determine the extent of customization needed for the
intelligent tools to fit into the existing infrastructure. Organizations should only introduce AI solutions
as a general package that will solve some of the firm’s problems since these applications differ in
functionality. With the help of an assessment, it is possible to determine the main unsuitable integration
issues, for instance, data reconciliations, limitations of legacy systems, or regulations, and consider
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these issues while designing AI solutions [9]. To counter a never-ending stream of threats, [55] observes
in a recent review that AI needs to learn on the fly to be optimal.

Therefore, a comprehensive assessment of the current infrastructure is indispensable before
embarking on AI integration endeavors. It provides a roadmap to identify areas where AI can provide
the most significant value and ensure a smooth and successful integration process with other legacy
systems.

Nonetheless, besides a comprehensive infrastructure assessment, a successful roadmap requires
the following data science step, which precedes training and validation of AI/ML models, i.e.,
preparing and managing its data. It includes data acquisition, cleaning, preprocessing, and labeling.
It is also essential to ensure that the data collected and used in the model is good, variable, and
comes from the real-world security situation. Versioning and managing data should be done to track
changes made, guarantee replication, and support cooperation [56]. After data preparation, one can
choose the appropriate cyber security-related AI/ML algorithms and models for a specific task. Hence,
this decision entails comparing the type of data to be analyzed, the kind of inference desired, and
the computational power available. The selected models should be trained and verified based on the
prepared data set, and the model’s performance should be analyzed using the proper metrics [43].

AI/ML models trained per the earlier steps should be deployed and incorporated into the current
cyber security environment. This may involve creating APIs or dedicated hooks whereby the AI/ML
models can communicate and share data with other security tools. One of the objectives that must
be achieved is ensuring that convergence does not lead to new weaknesses or eliminating efficiencies
[13]. Subsequently, the AI/ML models after deployment should be regularly examined to assess their
efficiency in removing bias and performance downfall. Besides, this ongoing examination ensures the
audience that the system constantly improves and adapts to new challenges. It is necessary to include
the feedback provided by security analysts and other stakeholders to validate the models in the interest
of aligning them to an organization’s security objectives and goals [39]. The trends in cyber security are
changing, with new threats and implementation methods appearing from time to time. AI/ML models
must be updated and upgraded so the models remain relevant against the newer incoming potential
threats. This constitutes the constant update of the training data, the training of the models, and the
introduction of new AI/ML techniques where necessary [57].

Lastly, some of the best practices for AI/ML integration encourage the interaction of cyber
security professionals with data scientists, as well as other parties involved in implementing AI/ML
systems. This collaboration is beneficial and essential as it provides practical leadership for explaining
the endeavors, constraints, and possible advantages of AI/ML implementation to stakeholders. Also,
the incorporation of XAI methodologies to give human understanding and explain what AI/ML
systems are doing to offer decisions. This will also make people begin to have confidence in these
technologies and make it easier for security analysts to analyze the output from the model and ensure
that it is correct [56]. Besides, incorporating human sight will boost the AI/ML decision-making
process. It will assist in addressing probable biases, reviewing how decisions were reached, and then
deciding on the security occurrences [58].

Consequently, infrastructure readiness is the first crucial step toward incorporating AI in cyber
security. This ensures that AI is used where it can bring the most value, integrated with existing
systems, and where there are issues. It is critical to explain how the data should be stored, how many
models exist, and how cyber security and data science consultants may cooperate. Receiver updates
and ongoing infrastructure maintenance will enhance the economic security of AI systems.
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2.4.2 Development of AI Solutions

Based on the needs found during the infrastructure assessment, organizations can either build
AI solutions independently or purchase them from reliable suppliers. Internal development proved
advantageous since it would incorporate a specified solution that responds to the organization’s
security needs; however, engaging in internal development takes much time and adequate skills.
Conversely, buying AI solutions from vendors is cheaper and faster since the solutions are pre-trained
to work with the configurations acquired from other vendors. However, IT experts must tune the
vendor solutions to fit the organization’s infrastructure since they must integrate with the existing
systems [9].

In any case, the development and integration phases focus on configuring the AI to address the
identified security requirements, ensuring it fits the organization’s security goals. The results must
offer congruent solutions, integrate AI with other related applications, and follow different security
frameworks and policies. In addition, there is a need to set up effective monitoring and evaluation
regimes to track the AI’s functioning, check for signs of bias or failure, and increase the AI solutions’
efficiency in the long run [13].

2.4.3 Integration with Existing Systems

Incorporating AI solutions with other resources required in cyber security means making proper
arrangements to create synergy. The process may include improving current systems or software to
meet the computational and data processing abilities displayed by an AI algorithm, as Jordan et al. [59]
mentioned. Where there are mainframe applications, compatibility, and integration, such as when
passing data from one application to another, may require the development of unique bridges or
wrappers [57].

Interfaces and protocols must conform with other cyber security instruments and practices to
allow for maximum compatibility and enable the cohesiveness of AI with other elements. The efficient
definitions of data formats and channels guarantee data input to AI systems and the availability
of the results obtained for the other security tools that need them to work efficiently and without
delays [60]. Moreover, there is a need to define tasks for AI and human personnel when organizing
cyber security-related activities. It is appropriate to consider AI as an instrument that enriches human
decision-making by offering valuable conclusions and performing routine complex calculations. Thus,
human assets analyze the outcomes of the corresponding AI algorithms and make critical security
decisions [58].

2.4.4 Training and Adaptation

Staff training is critical in achieving the best results from applying AI systems in cyber security.
Training should include knowledge of the new tools’ usage and added understanding of what AI
produces and why [5]. Technical staff require training to assess AI-generated suggestions, distinguish
between true alarms and noise, and act according to the organization’s purposes and security goals [58].
This learning process entails changing the staff’s perception from a technical one to an organizational
cultural orientation toward incorporating AI in the implementation of cyber security.

Moreover, the connection of AI to operation is not a singular action but a continuous process.
ML-based AI systems especially need constant updating and adjustments because the system acquires
data from real-world applications and can adapt to new threat profiles, new methods of attack, and
various changes in the organization’s IT environment [57]. Some requirements for maintaining AI’s
efficiency are constantly updating training data, models, and decision thresholds due to the changes in
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threat scenarios. Also, human analysts should integrate their feedback into the AI systems to improve
the AI’s decision-making process and ensure it is in tandem with human professionals.

2.5 Case Studies
2.5.1 Successful Implementations

Integrating AI within cyber security is possible and paves the way to conquering contemporary
threats. Some successful cases include a flagship financial institution that applied and adopted AI
in the cybersphere by developing ML algorithms, which increased fraud detection and decreased the
rates of false positives to a large extent [61]. Extensive transactional data passed through the trained
ML models, and complex patterns and potential indicators pointing to fraud appeared, meaning that
the AI tools worked as expected. Therefore, these results show that even with more advanced fraud
schemes, AI can track them straightforwardly, but rule-based systems fail to do so.

In addition, identifying fraudulent transactions through the AI-based system ensured that appli-
cants’ transactions were flagged appropriately and reduced false positives that would be detrimental to
the institution’s security [62]. It also offered better customer situations by lowering the inconvenience
and interruptions caused by inaccurate security alarms. Thus, this case reflects that AI creates oppor-
tunities for financial cyber security, improving the industry’s security level, increasing operational
productivity, and facilitating customer satisfaction.

The Canadian Institute for Cybersecurity (CIC) created an Artificial Intelligence Network
Intrusion Detection System (AI-NIDS) to detect cyber threats such as DoS, DDoS, Brute Force, XSS,
SQL injection, and infiltration attacks [63]. Using deep learning models, the NIDS also demonstrated
a high level of accuracy in detecting unwanted network traffic, even if the patterns of the attacks are
novel or previously unseen. The NIDS also demonstrates how AI can improve network security by
identifying multiple types of cyber attacks with high performance and flexibility.

Furthermore, Saxe et al. [64] concluded that researchers at MIT’s Computer Science and Artificial
Intelligence Laboratory (CSAIL) created an improved form of the AI2 system, dramatically raising
the level of malware detection. AI2 trained itself to detect malicious code. Hence, it depended entirely
on the behavior and structure of the fed code rather than depending on the virus’s signature. Thus, this
approach enabled AI2 to detect novel malware variants and zero-day attacks with greater accuracy and
speed than traditional antivirus software.

In addition, in the healthcare industry, AI is being used to improve cyber security in the following
manners. A notable example of this is the ML-based monitoring of the behavior of medical devices
to identify signs of cyber attack or mechanical failure [65]. It is preventive and assists in maintaining
safety for patients while enhancing the quality of sensitive healthcare systems. Similarly, researchers
have successfully applied data augmentation to improve the effectiveness of AI/ML systems in the
classification of tumors [66], and it can be used similarly in malware detection [64].

AI and ML are also increasingly used to protect critical infrastructure, including power plants
and transportation. For instance, ML algorithms are being used in the power grid to monitor sensor
data to check where intrusion detection is or some form of irregularity, suggesting that a cyber attack
is imminent [67]. Hence, this technique allows for early identification of a threat and its containment
so that any effects on main functions can be limited.

Lastly, the retail industry implements AI to fight e-commerce fraud and safeguard customers’
information. ML algorithms forecast customers’ behaviors and variance in transactional trends so
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that they can be assessed for risk factors characteristic of fraudulent transactions [68]. AI assists in
minimizing financial risks so that customers’ confidence and loyalty will not be misplaced.

The above case studies and the existing real applications demonstrate the diverse uses of AI
and ML in cybersecurity across various industries. However, continued success relies on addressing
challenges such as the need for XAI, as emphasized by Ribeiro et al. [50], to ensure transparency and
trust in AI-driven decision-making. The following section explores these and other lessons learned
from real-world AI implementations.

2.5.2 Lessons Learned

The following challenges persistently emerge whenever AI solutions are deployed in cyber
security contexts, complicating these technologies’ integration and use. Privacy, disparate data quality
problems, qualification, oddity, insufficiency, or inherent biases can affect AI models, among other
things. For example, if the training data set differs from real-life cases, the AI will need help generalizing
the learned data to serve real-life applications [69]. Managing these data quality issues requires data
cleansing, where errors, missing values, and irrelevant data are handled and solved; transformation,
where all the data is normalized and feature scaled; and data augmentation, to diversify the training
dataset.

Interoperability remains a significant issue because of the heterogeneity of cyber security systems
applied in the existing structure, which comprises disparate tools and infrastructures. Sometimes,
these comprise legacy systems and other proprietary software applications that may require the
production of interfaces, wrappers or brokers to link them to AI solutions [13]. Adequate planning,
technical experience, and active collaboration from IT and cyber security personnel can solve the above
implementation issues and guarantee a smooth and efficient security ecosystem operation.

Moreover, a significant challenge is a reluctance to change to new technologies and products,
especially among employees, who must be more proactive regarding the influence of artificial intel-
ligence management (AIM) on their work. This organizational resistance can lead to organizations’
unwillingness to adopt new AI tools and platforms, doubts about the efficiency of AI-based recom-
mendations, or even flat-out rejection of AI-based processes [70]. Consequently, planning, effective
communication, and technical expertise must work correctly for change management. Organizations
should design communication strategies about AI’s pros and cons, provide opportunities for enhancing
employees’ knowledge about AI tools, and increase their awareness and trust about the benefits these
technologies offer.

2.6 Challenges and Ethical Considerations

The increasing use of AI in cyber security also raises important ethical considerations. It is
essential to carefully address issues such as the potential for bias in AI algorithms, the risk of
discrimination, and the misuse of AI-powered tools for malicious purposes [71]. The challenges
of integrating AI into cyber security are technical and involve organizational and cultural factors.
References [72,73] provided a comprehensive overview of these challenges, including theoretical
approaches and practical solutions for mitigating them. Additionally, the potential negative impacts of
AI in cyber security, including the risk of adversarial attacks and the need for robust security measures
to protect AI systems themselves, have been highlighted by various studies [73,74].

There are several factors that the literature has singled out as barriers to the implementation and
usage of AI/ML for cyber security solutions [72,73]. The performance of AI/ML models significantly
depends on the availability and quality of data used to train the models. Collecting massive amounts
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of good quality, labeled data in cyber security is challenging because security information is often
sensitive, while threats are ever-dynamic. A lack of labeled data can also cause models to undershoot
or overshoot the optimal level of generalization, affecting the performance of the models. Moreover,
an uneven distribution with rare classes, such as malicious activities compared to other classes,
will be prevalent, making the training mechanism skewed. To deal with the aforementioned data-
related issue, according to the literature, there should be substantial data collection and labeling
processes [5,9,14]. Current security systems and structures are heterogeneous and complex, and it is
challenging to integrate AI/ML solutions to overcome security loopholes. AI/ML models’ integration
with existing structures, security systems, and processes entails a comprehensive strategy, a profound
understanding of IT, and cooperation between different departments. Some security solutions may
not be compatible with others, which can cause more problems as they attempt to integrate them.
Regarding the requirements, the literature emphasizes developing convenient and scalable AI/ML
solutions that integrate into current security systems [13,57].

Most AI/ML models, especially those using deep neural networks, are called ‘black boxes’ because
their inner workings are complex. In cyber security, others must be confident in the model and its
recommendations. Thus, the lack of interpretability of the model’s decision process may prevent the
usage of the model. This problem is still a hot research issue in the context of the growth of a new
scientific branch called XAI, which focuses on creating methods that put the user in front of the model’s
decision-making process [34,50,56]. However, more investigations are warranted to establish proper
XAI methodologies that best work in the cyber defense landscape.

Furthermore, AI/ML also brings fundamental shifts in how cyber security is attempted and
defended and how it relates to organizations and their personnel. Some challenges associated with
implementing AI/ML in cyber security include a lack of expertise within the cyber security teams
that form the human aspect of AI/ML resistance to change by employees and the management. The
members of organizations must support change through communication and training plans. Regarding
AI/ML, organizations must create a workplace with employees possessing these skills [70]. Another
critical barrier is that AI/ML-based cyber security solutions, like any other technology solutions,
require development, implementation, and management resources, which could include time, money,
and expertise. There will be limitations to the extent that smaller organizations or organizations
with limited funding may find it challenging to implement these technologies [9]. Resource scarcity
means supporting low-cost strategies for outsourcing AI/ML services from the cloud or freeware [9].
Moreover, AI and ML can be misused to create highly advanced cyber threats or botnets capable of
spreading fake news. Besides, this reality means that there should be set principles and policies that
check on the use of AI/ML to avoid being used for other purposes but should be used to improve the
welfare of society [58].

Solving these technical and organizational concerns requires multiple approaches involving new
technologies coupled with organizational changes. When such issues are handled in advance, the
benefits of applying AI and ML to boost an organizational cyber security strategy can be realized. In
addition, Reference [75] drew focus on ethical issues regarding the application of AI in cyber security
and how to reap the AI benefits while abiding by ethical standards. Applying AI in cyber security has
its drawbacks despite its functioning. One issue is that many of the AI models’ underlying algorithms
seem to be a ‘black box,’ meaning it is challenging to understand the decision-making process of AI
models [56]. The lack of explainability of the model’s thinking process presented in this paper can
hinder trust in AI-based security tools. It may make it challenging for human analysts to understand
why the model took a particular action.
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Applying AI to cyber security implies analyzing large volumes of distressed information, which
leads to privacy issues. Sometimes, such data involves Personally Identifiable Information (PII),
Intellectual Property (IP) or other corporate-sensitive data. Errors or breaches of such data can lead
to money loss, reputation impairment, and legal consequences [76].

AI integration is also effectively applied in cyber security; however, this development has several
ethical concerns. There are questions regarding bias in AI systems, the problem of discrimination,
and the threats related to using AI in criminal activity or other wrongdoing [71]. Notably, integrating
AI into cyber security is not purely a technological problem but has organizational and cultural
aspects. These challenges are showcased in detail in [72,73,77,78] outlining theoretical frameworks
and essentially practical ways to address them. Also, some authors have discussed the adverse effects
of AI in cyber security in several works regarding adversarial attacks, which make security measures
necessary to protect AI systems [73,74].

Consequently, it is urgent to devise rules of ethics and standards for using AI in cyber security to
avoid adverse effects. These actions range from encrypting the data at rest and in transit, anonymizing
or pseudonymizing the data, and regulating data access [79]. It also has a legal and regulatory
obligation aspect, such as the GDPR standards that govern data processing and uphold privacy
[1]. In this regard, organizations must adhere to privacy laws like the General Data Protection
Regulation (GDPR) and California Consumer Privacy Act (CCPA). Moreover, data anonymity and
de-identification methodologies should be strengthened within organizations to safeguard a person’s
identification [39].

Bias in training data forms another challenge that hinders both the efficiency and fairness of the
solutions we have for AI in cyber security. Thus, if the training data has biases, so will the outcome
of further work on the AI model, and discriminatory results or low prediction accuracy will emerge
[54]. The biased AI model might tend to report the actions of people belonging to particular groups
as suspicious and, hence, victimize the said groups. Organizations must employ diverse and balanced
datasets to train the AI systems to address this risk and avoid skewed information towards a particular
third party. Also, fairness-aware methods and annual bias checks and calibrations are recommended
[54]. Such models require constant updates to prevent biases and conflict with the principles of equality
and fairness in using AI in cyber security. As with all models that use AI and ML techniques, the
quality of the data used to train them is crucial if they are effective in cyber security [9,14]. Bad data
quality will cause wrong predictions, false positives, and false negatives, ultimately resulting in a weak
security instance. The importance of data quality for cyber security applications is evident, as seen
in several studies, both in terms of the effect on the performance and the trustworthiness of AI/ML
models [1,5,9,14,26]. A recommended way to enhance data quality is to deeply clean and preprocess
the data. This action includes dealing with missing values, outliers, noisy data, data consistency,
and data integrity. Imputation, outlier detection, and data normalization are methods that deal with
these problems [69]. Sarker et al. [9] have stressed the role of data preprocessing for cyber security
applications, which shows how it can enhance the accuracy and performance of AI/ML models.

Lastly, AI systems and technologies are also at risk of cyber threats. Potential attacks can be
made on AI algorithms or training data, making AI-based security systems vulnerable [80,81–85].
AI needs protection like any other complicated computer-based system, including firewalls, intrusion
detection systems, and access controls to avoid unauthorized access to AI systems. Continuous training
of AI models and software must incorporate fixes for the vulnerabilities in the market. Some of the
best practices and guidelines that organizations might implement to avoid ethical and legal issues
[86] include systems that are easily understandable and capable of providing precise and accountable
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details; accurate AI/ML systems that mitigate prejudice risks; and effective and appropriate measures
in AI and ML decision-making to minimize negative impacts. According to [86], sound management
also implies that if there is continuous monitoring of the functioning of AI, one would be able to
identify any irregularities or any activities deemed suspicious, which would mean there is a possibility
of breaches in the AI systems.

2.7 Cyber Security and Emerging Technologies

With new advancements in AI and ML at a very high frequency, further changes are happening
in this respective cyber security segment. Since organizations must face more complicated threats,
incorporating AI and ML can become one of the ways of enhancing security. Recent developments
suggest that the role of AI-based solutions is crucial in addressing, identifying, and mitigating threats
[71,87]. Future developments of advanced varieties of computing, such as quantum computing or
higher levels of NLP, only serve to increase this optimism [28,69,88].

Nevertheless, achieving total value from AI and ML in cyber security depends on several key
factors: the quality of input data, the integration issue, and some ethical aspects discussed in [56,89].
However, further development is required to investigate the potential of new applications of these
technologies in the context of the latest threats and risks. This paper has drawn from [90] and [86],
advancing the idea that constant research and development of AI and ML are essential for the future
of cyber security. Furthermore, References [2,3] presented the existing threats in the field of cyber
security, and Reference [40] focused on the IoT world’s opportunities and threats. All these challenges
point to the fact that there is a need to continue with the development of new AI solutions to meet the
dynamics of the current threats.

3 Methodology

This systematic literature review analyzed 90 studies on AI and ML applications in cyber security
following an information systems research protocol by Okoli et al. [91], as in Fig. 1, and using
databases such as IEEE Xplore, ACM Digital Library, ScienceDirect, Web of Science, and Scopus.
These databases were chosen for their comprehensive coverage of peer-reviewed articles, conference
proceedings, and computer science and engineering technical reports.

Figure 1: Steps followed in the literature review. Note: Taken from [92]

Furthermore, Table 1 shows the critical elements of Okoli et al.’s [91] protocol.
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Table 1: Okoli and Schabram’s key elements

Element Concept

Formulating the research
question

Clearly defining the research question or objective of the
SLR. This will guide the entire review process and determine
the scope of the literature search.

Defining inclusion and exclusion
criteria

Establishing specific criteria for selecting relevant studies.
This includes factors such as publication dates, types of
studies, and research methodologies.

Conducting a comprehensive
literature search

Systematically searching relevant databases, academic
journals, and other sources to identify all potentially relevant
studies.

Screening and selecting studies Applying the inclusion and exclusion criteria to the identified
studies, carefully screening them for relevance and quality.

Extracting and analyzing data Extracting relevant information from the selected studies
and analyzing it systematically. This can involve qualitative
or quantitative methods or a combination of both.

Synthesizing the findings Integrating the findings of the individual studies to answer
the research question. This involves identifying patterns,
themes, and inconsistencies across the literature.

Reporting the results Presenting the findings of the SLR clearly and concisely. This
includes describing the methodology, summarizing the
findings, and discussing future research and practice
implications.

In the planning phase, the main research question is: How can AI and ML be effectively integrated
into cyber security practices to enhance threat detection and response mechanisms while addressing
associated challenges and limitations? In addition, regarding the main research question, several
questions required further analysis:

1. What challenges and limitations are associated with integrating AI and ML into cyber security,
and how can they be addressed?

2. How can XAI ensure transparency and trust in AI-driven cyber security measures?
3. How can organizations overcome data quality and integration complexities when implement-

ing AI and ML solutions in their cyber security frameworks?

In the selection phase, a comprehensive qualitative search strategy ensured the inclusion of
relevant studies. This strategy combined keywords and Boolean operators (AND/OR) to capture a
wide range of research on AI and ML in cyber security. The primary keywords included “artificial
intelligence,” “machine learning,” “cybersecurity,” “threat detection,” “network security,” “vulner-
ability assessment,” “intrusion detection,” “malware analysis,” “phishing detection,” and “security
automation.” The search covered the materials comprehensively using IEEE Xplore, ACM Digital
Library, Science Direct Web of Science, and Scopus. In the extraction phase, specific inclusion and
exclusion criteria maintained the review’s focus and relevance. The review included studies that met
the following criteria: (a) published in English between 2015 and 2024, (b) peer-reviewed articles,
conference papers or technical reports, (c) focused on the application of AI or ML techniques in cyber
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security, and (d) provided empirical evidence or theoretical frameworks supporting their findings.
Studies not published in English, focused on AI/ML applications outside of cyber security, or lacking
empirical evidence or theoretical grounding were excluded. The period from 2015 onwards marks a
significant acceleration in the development and application of AI and ML technologies. Fundamental
breakthroughs in deep learning and other AI techniques occurred during this time, making it a
crucial period for studying their impact on various fields, including cyber security. Cyber threats have
evolved rapidly over the past decade, becoming more sophisticated and widespread. Focusing on this
timeframe allows the study to capture the latest trends and advancements in cyber threats and the
defensive measures developed to counteract them.

The identified studies were reviewed according to set standards to determine their quality and
suitability for inclusion in this review. The appraisal process involved two main stages:

1. Initial Screening: The inclusion and exclusion criteria were used to scrutinize only the titles
and abstracts of the identified studies. At this stage, any paper that did not describe the use of
AI or ML for security or was not backed up by empirical studies or theories was eliminated.

2. Full-Text Review: The full texts of the remaining studies were examined to evaluate their
methodological quality. Issues covered included the kind of study, sample size, method of
data collection, data analysis, and source of bias. Cohort studies with low methodological
quality or that met specific exclusion criteria were finally omitted. The 90 articles finally
included represent a comprehensive and diverse set of research articles covering AI and
ML use in cyber security, ensuring a broad perspective in the review. The review extracted
critical data from each identified study, including study objectives, methodology, results,
and conclusions. This data was organized into a standardized format to facilitate analysis and
synthesis. A critical appraisal then assessed the included studies’ methodological rigor and
overall quality, considering factors such as study design, sample size, data collection methods,
analysis techniques, and potential biases. The quality assessment ensured the literature review
findings relied on credible and reliable evidence.

The extracted data revealed prevalent themes in the literature, which will be further analyzed and
discussed in the results section of this research. Fig. 1 illustrates the distribution of publications across
the years, highlighting a significant increase in studies on AI and ML applications in cyber security.

The bar graph in Fig. 2 shows a clear upward trend in publications, indicating a growing interest
in and research into AI/ML for cyber security. The data suggests that the field of study was relatively
new in the early years (2015–2017) and then experienced a surge of interest and development. The
decline in 2024 might indicate that the field is maturing, with research focusing on more specific and
specialized areas rather than broad exploratory studies, as seen in the next section. Also, it is worth
noting that several papers might still be in the publication process, and end-of-the-year statistics could
show a different trend. Nonetheless, it is worth noting that almost ten years of data provide a good
overview. Nevertheless, it is a relatively short period. Longer-term trends might reveal a different
picture. In addition, several references such as [9,25,27,69] were relevant to multiple themes in this
analysis, highlighting the interconnected nature of AI/ML and cyber security research.
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Figure 2: Total number of publications by year

4 Results and Discussion

In this analysis of the AI/ML for cyber security research landscape, the publications were
categorized into seven distinct themes: Data Analysis and Automation, Fundamentals of AI and ML
in Cyber Security, Network and System Security, Challenges and Limitations, Future Directions and
Emerging Technologies, Current Cyber Security Challenges, and Threat Detection and Prevention.
These themes were selected based on prevalent topics identified in the literature review, reflecting key
areas of focus and emerging trends in the field. Fig. 3 summarizes the total number of publications for
each theme.
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Figure 3: Total number of publications by themes

As the bar graph in Fig. 3 shows, the distribution of publications in AI/ML for cyber security
research reveals a diverse landscape with varying emphasis on different themes. Threat detection and
prevention are the most prominent themes, comprising 27.2% of the publications. Threat detection
and prevention are followed by challenges and limitations (19.6%), future directions and emerging
technologies, data analysis and automation, and current cyber security challenges, each accounting
for 12%. In contrast, the theme of fundamentals of AI and ML in cyber security and networks and
systems security receives less attention, with only 6.5% and 10.9% of publications, respectively. Fig. 4
shows the percentage distribution of publications by theme.
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These trends suggest that while the field is actively seeking ways to apply AI/ML to real-world
security problems and explore emerging technologies, there might be a need for more foundational
research and a greater emphasis on data-driven automation and networks and systems security to
realize the potential of AI/ML in cyber security fully. The relatively few publications on foundational
aspects and data automation could suggest a gap in the research landscape. The relatively few
publications on foundational aspects and data automation suggest a gap in the research landscape.
While there is a strong focus on applying AI/ML to specific cyber security problems, there might be
less emphasis on the theoretical underpinnings and the automation of data-driven processes, which
could hinder the development of robust, reliable, and explainable AI/ML models.

The literature review reveals a burgeoning interest in applying AI and ML to bolster cyber security
defenses. A significant portion of research focuses on threat detection and prevention, with studies
exploring diverse AI/ML techniques to identify and mitigate various threats, including malware,
phishing, and zero-day attacks [5,8,9,13,14,27,34,38,43,56,61,70,90,93]. This emphasis underscores the
pressing need to address the evolving threat landscape and the potential of AI/ML to enhance existing
security measures.

Network and system security is another prominent area of research, with studies investigating the
use of AI/ML to secure networks, endpoints, cloud environments, and IoT [13,39,40,46,87]. These
studies highlight the importance of adaptive and intelligent security measures to protect critical
infrastructure and interconnected devices from increasingly sophisticated attacks.

However, this paper’s literature review also denotes the risks and limitations of adopting AI/ML
in cyber security. Concerns from the literature include data quality issues, integration challenges with
other systems, and XAI [2,3]. However, AI models can be biased, and adversarial attacks are still
among the issues that need further investigation and improvement [54,80,94]. Nonetheless, there are
some challenges when it comes to integrating AI and ML that work for cyber security, and in this case,
there is a promising future. Various works by authors like [93] look into the future, possibilities, and
usage of AI and ML-based cyber security, contemplating the concerns and issues of the future.

Moreover, the literature reveals that features such as quantum computing and other advanced
techniques such as NLP can reinforce the outcomes of AI-based security measures much further
[69,88]. Also, studies on Federated Learning (FL) [89] and AI for security automation [9] present
new opportunities to solve privacy issues and the scarcity of cyber security talent.



JCS, 2024, vol.6 109

The literature and journals presented suggest that the scope of AI/ML is broadly interdisciplinary,
as the journal titles of the studies also indicate. The variety presented underlines the need to discuss
such a field with multiple scholars—not only computer scientists and engineers but also scholars of
the social sciences.

The literature review generally reveals a rather diverse and growing field, focusing on practical
application and technological advancement. Although scholars have attained a considerable level of
advancement, more research efforts shall be employed to address the mentioned challenges and to
unfold other types of research that will enhance the optimization of AI and ML in cyber security.

5 Future Research Directions

One of the most significant issues is that the most popular AI models are ‘black boxes,’ and the
reasons behind some of the decisions may not be obvious. Therefore, an immediate research priority
should be XAI models able to explain their actions, which help to increase the trust in AI [56], ensuring
the creation of new AI systems that are immune to adversarial attacks; Further, for the future research,
it is essential to analyze the application possibilities of the novel technologies and the development of
the sophisticated NPLs, as well as to consider the ethical and the policy issues corresponding to the
use of the AI in the sphere of cyber security [85,90]. Moreover, it is critical to invest in research to
strengthen the AI models used in defending security applications against adversarial attacks like data
manipulation and model obfuscation [28].

The growing awareness of data control and protection requires using distributed and private
machine-learning systems that can learn from distributed data. One of the promising techniques
for collaborative learning across multiple devices or organizations that maintain localized data is
FL. Therefore, the next research tier should investigate FL’s capability in threat detection, malware
analysis, and anomaly detection, as Yang et al. [89] discussed in their work. This fact, as well as
the constantly growing evolution of cyber threats and the lack of workers with security expertise,
contribute to why there should be more automation in security operations. Subsequent studies should
integrate AI in vulnerability assessment, patching, and incident handling so that researchers can focus
on higher-level work [9]. This study aligns with the research pointers espoused by [95] on the possibility
of AI/ML incorporation under security orchestration automation and response.

Quantum computing is viewed as a game changer in the field of AI concerning cyber security, since
new advanced algorithms enhance the identification and analysis of risks. The study of quantum ML
and its capabilities in cyber security content is an emerging yet vital research direction [88]. Also, the
advent of 5G networks offers new AI security and threat prevention opportunities. Research should
urgently address issues related to more significant exposure to attack, threat detection in real-time,
and network slicing security [87,81–85].

Based on multiple studies explored in this paper, the use of AI and ML in cyber security has
numerous improvements to threat detection, response, and prevention. However, this literature review
also has some weaknesses that should not go unnoticed.

Firstly, due to the nature of the sources, the articles included only those in English, so there may
be significant studies in other languages or other countries outside this review. This limitation may
impact the comprehensiveness of the review. Thirdly, there is a possibility of being restricted to peer-
reviewed journal articles only and, therefore, may fail to account for the brilliant revelations that could
be provided by the conference papers, technical reports, and industry white papers, among others.



110 JCS, 2024, vol.6

It is also noteworthy that the quality of the included studies is debatable: some of the articles might
have methodological flaws or contain biases that might influence the results. Next, because outcomes
can vary, this also must be considered when using them. Moreover, the given results are limited in their
generalizations because some AI and ML applications may be related to specific industries or types of
cyber threats.

Given the rapidly evolving nature of AI and ML technologies, some findings need to be updated
quickly. The literature review may need to fully capture emerging threats and recent technological
advancements. Moreover, while the review discusses the technical aspects of AI and ML integration,
it may not comprehensively address the ethical and legal considerations crucial for successful imple-
mentation.

Notably, the derived and used AI is predicated on potent, large, and diversified data, which may
only sometimes be available. Lastly, most reviewed studies formulate a significant need for integrating
AI and ML in cyber security; however, the integration is a complex process that demands a combined
technical, organizational, and ethical approach not discussed in detail in the reviewed literature.

Even with such limitations, the review’s central message about the future of cyber security with AI
and ML is still valid. Thus, future research should work to eliminate these limitations through more
diverse studies, interdisciplinary approaches, and frequent data updates to include new technologies
and threats.

6 Conclusion

Based on this overall literature review, AI and ML show the possibility of advancements in
anomaly detection, malware classification, and preventing phishing attacks. Whereas rule-based
methods are more effective in countering simplistic malware and viruses, AI and ML have evolved as
the most potent weapons in today’s cyber security solutions, given their ability to process vast amounts
of data, find patterns, and consider the dynamism of threats.

Real-world examples discussed in this paper include examples of the use of AI for threat identi-
fication in real-time, as well as cases of the implementation of comprehensive incident response using
AI, which proves the effectiveness of the solutions and the improvement of security in organizations.
Thus, these case studies also present problems, including data quality, integration issues, and possible
biases in AI models that require solutions for effective implementation.

Thus, the author underlines the need for an extensive approach to implementing AI, specifically
ML, in cyber security. Technological solutions are insufficient; one must consider change and
organizational and ethical implications. Overcoming these challenges includes enhancing compliance
with legislation and regulation requirements and cooperating between human analysts and AI systems.
If these complex issues are solved, organizations can benefit from the advantages AI and ML offer
against cyber threats to the optimum level.

In addition, Al and ML sources also show that they provide not only a response-based, but also
a proactive approach, displaying possible weaknesses or probable threats. Such prediction is essential
as it arms an organization with the means to strengthen its protection ahead of time and to spend the
budget to achieve a higher level of protection.

In the future of cyber security, maintaining organizations’ security will involve synergy between
human talent and AI technology. Altogether, it is possible to underscore that organizations that follow
this integration and solve the encountered issues can achieve a much stronger cyber security level. Thus,
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AI and ML will continue to evolve with relevant threats and their responses and prevention, placing
them at the epicenter of the fight against cybercriminals.

Therefore, AI and ML aid in improving cyber security; however, this enhancement should rely on
systematically implementing innovative technologies involving technical, organizational, and ethical
aspects. Organizations that consciously adopt these technologies and work on mitigating these issues
will be in a much better position to deal with future cyberspace threats. The accomplishment toward
the actualization of AI/ML in the cyber security domain is still in its progressive phase. Still, such
strengths articulated in this review constitute solid arguments for the continuous development and
implementation of AI/ML in cyber security.

Researchers should endeavor to develop unprecedented ways of expounding AI/ML decisions,
enhancing confidence in AI/ML, and enhancing human-AI symbiosis. Given the ongoing attacker-
defender dynamics since the beginning of this topic, researchers need to study further how to defend
AI/ML models against adversarial attacks. Therefore, it is imperative to arrive at suitable methods
for identifying, neutralizing, and discouraging such an attack as much as possible to advance the
sensitivity of AI/ML-based security measures. As more users are aware of the risks of exposing their
data and more AI/ML models must be trained on distributed data, further study of FL and other
privacy-preserving AI methods in cyber security is required. Researchers should conduct more studies
to determine how to learn and share threats while protecting classified information.

The recently accelerated growth of both the scale and the level of cyber threat means that security
must become increasingly automated. Authors should pay more attention to ML algorithms that
would support the automation of mundane tasks, contribute to the generation of early real-time
alerts, and leave human expertise to decision-making tasks. Modern technology development includes
5G, quantum computing, and IoT, which push the bar regarding security threats. On the same
note, researchers should perform adequate research on applying AI/ML technologies to protect these
emerging technologies; researchers should develop research and innovative measures for dealing with
vulnerabilities in such technologies. Any advancement of A/ML in the cyber security domain requires
that there should be acknowledged and accepted ethical and policy guidelines. More importantly,
researchers should develop guidelines and proper approaches to the correct and ethical use of AI/ML
to promote transparency, accountability, and fairness.

Lastly, cyber security practitioners might deploy standard data cleansing, data preparation, and
management practices to ensure high data quality and the resulting AI/ML models. There is a need to
choose carefully the AI/ML algorithms and models to work for different cyber security tasks using the
data with their specific features. Organizations should invest sufficient time in validating the models,
testing their usability for the respective functions, and ensuring the use of XAI methods to enhance
understanding of AI/ML in the decision-making process among security analysts and build their
trust in the systems and promoting information sharing between information security departments,
scientists, and other stakeholders involved in the AI/ML implementation process for better integration.
Practitioners also provide cyber security workforce training and development programs to ensure the
necessary AI/ML competencies for effectively managing and using these tools. Organizations might
integrate moral standards and norms in implementing and designing AI/ML programs to avoid non-
discriminatory, transparent, and accountable operations and to follow privacy principles.
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