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Abstract: Piezoceramic transducers have
emerged as new tools for the health monitoring
of large-scale structures due to their advantages
of active sensing, low cost, quick response,
availability in different shapes, and simplicity for
implementations. In the present paper, a statistical
metamodeling utilization of electro-mechanical
(E/M) admittance approach by applying piezo-
electric materials to the damage identification is
investigated. A response surface metamodel is
constructed by empirically fitting a model to a
set of design points chosen using a Box-Behnken
design of experiment (simulation) technique.
This empirical fit allows polynomial models to
be produced for relating damage parameter such
that stiffness reduction to the electromechanical
admittance signature generated at piezoelectric
sensors at specific frequency ranges. Then, an
analytical study based on finite element models
is carried out to verify the validity of the present
numerical metamodeling technique.

Keyword: Damage identification, Structural
health monitoring, Electromechanical admit-
tance, FEM, Box-Behnken design of experiment,
Response surface metamodels.

1 Introduction

Engineering structures are often subject to high
stress and high load operation condition which
may lead to damage and deterioration of their ser-
vice life. As a result, damage identification is
of considerable importance in view of the loss of
life and property that may result from structural
failure. If damage is detected and identified at
early stage then the structure may be economi-
cally repaired. Therefore, the need for quick dam-
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age detection and identification has necessitated
research for the development of many structural
heath monitoring techniques.

Many visual or localized experimental damage
detection methods have been developed and are
routinely employed to a variety of structures [Do-
herty (1987)]. However, all of these experimen-
tal techniques require that the vicinity of the dam-
age be known a priori and that the portion of the
structure being inspected is readily accessible. As
structures become larger and more complex those
techniques become unfeasible and more efficient
methods have to be developed. In the aspect of the
structural health monitoring using active piezo-
electric materials [Leme, Aliabadi, Bezerra and
Partridge (2007)], the electromechanical (E/M)
admittance (or its inverse impedance) technique
is recently used as a promising approach in find-
ing minor changes in structural integrity [Park,
Cudney and Inman (2000)], [Park, Sohn, Farrar
and Inman (2003)]. The basic concept of this ap-
proach is to use high-frequency structural exci-
tations to inspect the local portion of a structure
for changes in (E/M) admittance that would in-
dicate imminent damage. The attractive features
of the (E/M) admittance technique include its ca-
pability of capturing a wide range of structural
damage from small to large scale, availability of
continuous on-line monitoring, ease of practical
application, and cost effectiveness. Implementa-
tions of the (E/M) admittance technique have been
successfully performed on a number of structures
[Lalande, Rogers, Childs and Chaudhry (1996)],
[Tseng and Wang (2005)]. However, in these in-
vestigations damage is detected by changes in ad-
mittance signatures of smart piezoelectric trans-
ducers bonded on the structure. The damage iden-
tification has so far been restricted to using non-
parametric statistical indices to measure changes
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in the admittance signatures. These measures,
although effective in detecting the existence of
damage, fail to correlate the changes in the admit-
tance signatures to information about the location
and severity in order to identify the damage.

Statistical design of experiments (DoE) is the sci-
ence of obtaining the maximum possible amount
of information about a dynamic system with the
minimum number of experiments (or simulations)
[Goh, 2001]. Computer technology has motivated
what used to be a series of complicated mathe-
matical calculations into fairly quick, yet sophis-
ticated, analyses. From this kind of analyses, an
expert can optimize process setting design limits
in the response. The right design must be chosen
in order to fulfill the main objective of the specific
problem under investigation. This design is then
used to effectively choose an appropriate number
of factors that actually control the dynamic sys-
tem and contribute to its response. Typically, full-
factorial or slightly fractional factorial designs are
used to identify both main and interaction effects.
Finally, when some of the factors have a curvi-
linear relationship with some of the responses,
an optimization stage is then implemented. This
optimization uses response surface metamodeling
design approaches such as central-composite de-
sign (CCD) and Box-Behnken design (BBD) [An-
derson and Whitcomb (2004)]. Already, popular
in the chemical and industrial engineering com-
munities, response surface metamodeling tech-
nique is a statistical method used to ‘intelligently’
determines which simulation or physical experi-
ments should be run when resources are scarce
[Myers and Montgomery (1995)]. The method of
response surface metamodeling relies on analysis
of variance, or ANOVA, to select a few design
points out of the full factorial set that efficiently
provide the required information about the full re-
sponse space. Parametric metamodels may then
be fit to these selected design data points using re-
gression methods resulting in a polynomial model
that relates input to output parameters.

Although DoE using response surface metamod-
els is increasingly employed in various fields re-
lated to materials science [Harmon (2003)], its
application for structural damage detection and

identification is not very usual. A review of
the limited literature related to the damage de-
tection and identification using the response sur-
face metamodeling technique can be found in the
works of County et al [Cundy (2003)], [Cundy,
Hemez, Inman and Park (2003)]. They demon-
strated that response surface metamodels may
be used in structural damage identification prob-
lems of two simple dynamic systems. They also
showed that metamodels were robust to experi-
mental variability and thus, may be used as re-
duced order models for both linear and nonlin-
ear structural dynamics systems. In the works
of County et al, for the performance of damage
identification using response surface metamodels,
stiffness and location (as input damage parame-
ters) and natural frequencies (as output features)
were chosen and treated as continuous variables
due to optimization difficulties encountered using
discrete variables. Finally, after the response sur-
face metamodels have been constructed for each
output feature, they were then used in an inverse
sense to do damage identification.

In the present paper, as a further step, the concept
of electro-mechanical admittance-based damage
detection technique is integrated with a Box-
Behnken design of experiments approach to char-
acterize damage rather merely detecting its pres-
ence. The focus of this paper is to demonstrate the
feasibility of using a response surface metamod-
eling technique and Box-Behnken design of ex-
periment (simulation) approaches for identifying
damage severity in engineering structures. These
approaches use statistically analyzed metamod-
els developed in the MATLAB statistical tool-
box while the required [MATLAB (2006)] inver-
sion problem was solved by using global opti-
mization routines [Henrion and Lasserre (2006)]
of polynomials performed in MATLAB environ-
ment. The (E/M) admittance (impedance) signa-
tures were numerically resulted from a finite el-
ement analysis using COMSOL 3.3a [COMSOL
(2006)] commercial software.
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2 Electromechanical admittance (EMA) ap-
proach

The EMA technique uses piezoelectric materials,
such as Lead Zirconate Titanate (PZT), which ex-
hibits the characteristic feature to generate surface
charge in response to an applied mechanical stress
and conversely, undergo mechanical deformation
in response to an applied electric field.

Consider a structural component with a PZT patch
bonded on it. The related physical model is shown
in Fig. 1 for a square PZT patch of length 2λPZT

and thickness hPZT .

When a harmonic voltage V = V0e jωt with j =√−1 is applied in the z-direction, producing an
electric field E = E0e jωt , an in-plane vibration
is induced in both x and y directions. Liang et
al [Liang, Sun and Rogers (1994)] first modeled
the 1D PZT-structure electro mechanical interac-
tion, while Bhalla & Soh [Bhalla and Soh (2004)]
and Soh & Bhalla [Bhalla and Soh (2004)] ex-
tended this approach to 2D structures by using the
concept of effective impedance. The constitutive
equations of the PZT patch are [Bhalla and Soh
(2004)]:

SX =
1

EPZT
(TX −vPZT TY )+d31E (1)

SY =
1

EPZT
(TY −vPZT TX )+d32E (2)

D = ε33E +d31TX +d32TY (3)

where SX and SY are strains, TX and TY are
stresses, EPZT = EPZT (1+n · j) is the elastic
modulus at zero electric field with EPZT being the
elastic modulus of the PZT patch, n is the me-
chanical loss factor, vPZT is the Poison’s ratio, d31

and d32 are the piezoelectric constants in the x and
y directions, respectively, εT

33 = εT
33 (1−δ · j) is

the dielectric constant at zero stress with ε33 be-
ing the dielectric constant of the PZT patch, D is
the electric displacement and δ the dielectric loss
factor. If the PZT material is isotropic on the x-y
plane, which results in d31 = d32, the electric dis-
placement in equation (3) can be rewritten as:

D = εT
33E +

d31EPZT

1−vPZT
(u′+v′ −2d31E)

where ()′ = ϑ ()/ϑx and u, v are the displace-
ments responses in x and y direction , respec-
tively which can be derived as the solution of
the in-plane vibration problem of the PZT patch
[Zhou, Liang and Rogers (1995)], [Bhalla and
Soh (2003)]:

ρPZT ü =
EPZT

1−v2
PZT

u′′ (4)

ρPZT v̈ =
EPZT

1−v2
PZT

v′′ (5)

where (ẍ) = ϑ 2(x)/ϑ t2 and ρPZT is the density
of the PZT patch. The electric current passing
through the PZT patch, can be considered to be
given by

I = jω

�PZT
2∫

− �PZT
2

�PZT
2∫

− �PZT
2

Ddxdy (6)

Considering that the electric field is defined by

E =
V

hPZT
(7)

and that the input voltage V is an AC voltage of
1 Volt (rms) in magnitude, the electric admittance
of the PZT patch can be expressed as:

Y =
I
V

= j ω ΣQi (8)

where ΣQi is the total charge over the whole sur-
face of the PZT patch.

3 Response surface methodology (RSM)

The conventional methodology of changing one
variable at a time and investigating the effect of
the variable on the response is a complicated tech-
nique, particularly in a multivariable system or if
more than one response are of importance. De-
signs of experiments (simulations) are statistical
methodologies which may be used for optimiz-
ing such multivariable systems. Many statisti-
cal experimental designs have been recognized as
useful techniques to optimize the process vari-
ables. Response surface methodology (RSM) is
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Figure 1: Model of interaction between PZT and structure

used when only a few significant factors are in-
volved in the optimization without the use the
need for studying all possible combinations ex-
perimentally. Further, the input levels of the dif-
ferent variables for a particular level of response
may also be determined.

RSM comprises a set of statistical methodologies
for model building and model exploitation. By
careful design and analysis of experiments (sim-
ulations), it seeks to relate a response or output
variable to the levels of a number of predictors
of input variables that affects it. It allows calcu-
lations to be made of the response at intermediate
levels which were not experimentally investigated
and show the direction in which to move if we
wish to change the input levels so as to decrease
or increase the response.

The design procedure of RSM is as follows
[Charles and Kenneth (1999)], [Box, Hunter and
Hunter (1978)]:

• Designing of a series of experiment (simula-
tion) for adequate and reliable measurement
of the response of interest.

• Developing a polynomial metamodel of the
second order response surface with the best
fittings.

• Finding the optimal set of experimental pa-
rameters that produce a maximum or mini-
mum value of response.

• Representing the direct and interactive ef-
fects of process parameters through two or
three dimensional plots.

If all variables are assumed to be measurable, the
response surface can be expressed as follows:

Y = f (X1, X2, X3, . . . , Xk) (9)

where Y is the response (output) of the system,
and Xi the variables of the action called factors
(input).

The objective is to optimize the response variable
y. It is assumed that the independent variables are
continuous and controllable by experiments (sim-
ulations) with negligible errors. It is required to
find a suitable approximation for the true func-
tional relationship between independent variables
and the response surface. Usually a second-order
metamodel is utilized in response surface method-
ology:

Y = b0 +
k

∑
i=1

biXi +
k

∑
i=1

biiX
2
i +

k−1

∑
i=1

k

∑
j=2

bi jXiXj +ε

(10)
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Where X1, X2, X3, . . ., Xk are the input fac-
tors which influence the response Y; b0, bii (i =
1,2, . . .,k), bi j (i = 1,2, . . .,k; j = 1,2, . . .,k) are
unknown parameters and ε is a random error. The
b coefficients, which could be determined in the
second-order metamodel, are obtained by the least
square method. In general eq. (10) can be written
in matrix form

Y = bX +ε (11)

where Y is defined to be a matrix of the measured
values of the response, X to be a matrix of the
input independent variables. The matrices b and
ε consist of coefficients and errors, respectively.
The solution of Eq. (11) can be obtained by the
matrix approach

b = (X ′X)−1X ′Y (12)

where X ′ is the transpose of the matrix X and
(XX ′)−1 is the inverse of the matrix X ′X . The
number of input parameters of the second-order
polynomial may be unlimited. If more input pa-
rameter levels are included in a model, then a
higher order metamodel may be constructed. The
more levels incorporated into a design, the larger
the design will be for the same resolution of a de-
sign with fewer input parameter levels. When per-
forming response surface analysis, it is custom-
ary to use normalized or “coded” input parame-
ter values between the values -1 and +1, in order
to give a better idea of the relative importance of
each of the parameter. The three usual natural val-
ues of the input parameters, Xi, (corresponding to
low, midrange/center point, and high values) are
mapped into three coded levels, xi, corresponding
to -1, 0, and +1, respectively. In general, the rela-
tionship between the natural and the coded input
parameter value may be expressed as

xi =
2 ·Xi − (XMAX

i +XMIN
i )

(XMAX
i −XMIN

i )
(13)

where XMAX
i and XMIN

i correspond to the low- and
high-natural values of the ith independent input
parameter.

Different types of RSM designs include 3-level
factorial design, central composite design (CCD),

Box-Behnken design, and D-optimal design. A
modified central composite experimental design,
Box-Behnken design, is an independent, rotat-
able or nearly rotatable quadratic design (contains
no embedded factorial or fractional factorial de-
sign), in which the treatment combinations are at
the midpoints of the edges of the process space
and at the center. Box-Behnken design requires
an experiment (simulation) number according to
N=k2+k+cp, where (k) is the number of the fac-
tors (input parameters), and (cp) is the replicate
number of the central design point [Souza, Wal-
ter and Ferreira (2005)]. Box-Behnken is a spher-
ical, revolving design. Viewed as a cube (Fig.
2a), it consists of a central point and the mid-
dle points of the edges. However, it can also be
viewed as consisting of three interlocking 22 fac-
torial design and a central point (Fig 2b) [Massart,
Vandeginste, Buydens, Jong, Lewi and Smeyers
(2003)]. It has been applied for optimization of
several chemical and physical processes [Box and
Behnken (1960)], [Montgomery (2001)].

Figure 2: Box-Behnken design (three level
model)
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Figure 3: Three-dimensional beam sample model

Figure 4: Three-dimensional finite element beam sample model

4 Box-Behneken experiment (simulation)

4.1 Methodology

Since in real engineering applications, it would
be impractical or even, in some times, impossi-
ble to actually produce a great number of dam-
aged structures in order to be used for training

metamodels, computer simulations rather than ex-
perimental in situ investigations will be used here
to built response surface models to perform the
present damage identification. The system of in-
terest is a concrete beam (beam dimensions 0.1 m
by 0.1 m by 0.5 m) with three pre-selected loca-
tions of the upper surface at which three differ-
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ent designed levels of damage are considered. In
the present investigation, reduced stiffness coef-
ficients constitute “damage” to the system. The
healthy system was defined as having a stiffness
coefficient of E = 22.5×109 N/m for the whole
beam. Damage was defined as percentage of stiff-
ness coefficient E distributed in cross-width 3D
regions (region dimensions, 0.01 m in depth by
0.01m in thickness) located at three pre-selected
distances D1=150 mm, D2=250 mm and D3=350
mm, respectively, from the left end of the beam as
shown in Fig. 3.

Our primary goal of the present study is to de-
velop response surface metamodels that isolate
the effect of the three damage configuration pa-
rameters (3-factor experiment) (e.g., Damage1 at
location D1, X1; Damage2 at location D2, X2;
Damage3 at location D3, X3) on the electrome-
chanical admittance signal recorded (simulated)
at the surfaces of PZTs. Three different dam-
age levels (3-level experiment) at D1 location
(X1=0%, 20%, and 40%), at D2 location (X2=0%,
20%, and 40%) and at D3 location (X3=0%, 20%,
and 40%) were considered in this study. In
order to perform the electromechanical admit-
tance approach the concrete beam is excited using
two piezoceramic 3-D patches (PZTs dimensions,
0.01 m by 0.01 m by 0.0025 m) each located at a
distance of 25 mm from the ends of the beam as
shown in Fig. 3.

The analysis was performed using the commercial
finite element software COMSOL 3.3a [COM-
SOL (2006)]. The model used 2252 finite ele-
ments. The damages were represented as colored
meshed regions at the upper surface of the sample
beam model in the Fig. 4. Frequency response
analysis was performed using zero vertical dis-
placement boundary conditions at the lower sur-
face of the beam.

Basically, the electromechanical admittance ap-
proach consists in obtaining the frequency re-
sponse of the real part of electromechanical ad-
mittance of each PZT patch, using frequencies
higher than 30 kHz, in order to further compare
the modification of these signals as caused by the
damage. A modification in these signals would
indicate the presence of damage [Park, Sohn, Far-

rar and Inman (2003)]. In this study, to determine
the most sensitive frequency band to be monitored
for the investigated concrete beam sample, a trial
and error procedure is adopted. By observing
the peaks of the real part of the electromechan-
ical admittance signals as obtained at piezoelec-
tric patches - PZT1 and PZT2 – it become evident
that a frequency band between 30-40 kHz is the
most adequate frequency band test configuration.
Plots of the real part of the electromechanical ad-
mittance for the selected band between 30-40 kHz
for PZT1 and PZT2 patches can be shown in Fig.
5 and Fig. 6.

Then, the real part of the electromechanical ad-
mittance values at six selected frequencies ( f1=30
kHz, f2=32 KHz, f3=34 kHz, f4=36 kHz, f5=38
kHz and f6=40 kHz) for both PZT patch (PZT1

and PZT2), in the investigated frequency band, are
considered as output features. The number of out-
put features used in the present approach is cru-
cial, since the more output features incorporated
into the design, the larger the design will be for
the same resolution of a design with fewer output
features.

4.2 Box-Behnken results and discussion

Among all the RSM designs, in this study, the
Box-Behnken design was specifically selected
since it requires fewer runs (15 runs) in a 3-factor
experimental design. A 3-factor, 3-level design
is suitable for exploring quadratic response sur-
faces and constructing second order polynomials.
This cubic design is characterized by set of points
lying at the midpoint of each edge of a multidi-
mensional cube and center point replicates (n=3)
whereas the “missing corners” help the experi-
ment (simulation) to avoid the combined factor
extremes. This property prevents a potential loss
of data in those cases. The special arrangement of
the Box-Behnken design levels allows the number
of design points to increase at the same rate as the
number of metamodel polynomial coefficients b
of the second-order equation (10). For three fac-
tors, for example, the design can be constructed
as three blocks of four experiments consisting of
a full two-factor factorial design with the level of
the third factor set at zero [Souza, Walter and Fer-
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Figure 5: Frequency response of real part of the electromechanical admittance between 30-40 kHz frequency
band at PZT1 surfaces
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Figure 6: Frequency response of real part of the electromechanical admittance between 30-40 kHz frequency
band at PZT2 surfaces.

reira (2005)].

Tab. 1 summarizes the natural values and coded
values of the (3-factor, k=3) independent input
variables (X1, X2, X3) considered in this study.

Defining the real part of the simulated electrome-
chanical admittance signal obtained at the l-th
PZT patch of the finite element model and at the
m-th pre-selected frequency of the simulated sig-
nal as the predicted response quantity,Ym

l , equa-

tion 10 may be expressed in expanded form

Ym
l = b0 +b1x1 +b2x2 +b3x3 +b11x2

1 +b22x2
2

+b33x2
3 +b12x1x2 +b13x1x3 +b23x2x3 (14)

where xi is the coded level of the ith independent
variable (factor) (i = 1,2,3).

Consistent with reference [Box and Behnken
(1960)], the experimental (simulation) matrix
used in the present investigation to solve for the
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Table 1: Natural and coded values of the input
parameters.

i Damage variable Natural Coded
value, Xi value, Xi

1 At location D1= 0% -1
20% 0
40% +1

2 At location D2= 0% -1
20% 0
40% +1

3 At location D3= 0% -1
20% 0
40% +1

regression coefficients (b0, bi, and bi j; i, j =
1,2,3) required that the high- and low-coded lev-
els of any two independent factors be paired in
all possible combinations while fixing the third
independent factor at its coded midrange level
value. These runs are performed in combination
with three additional runs in which the indepen-
dent factors are fixed at their midrange level val-
ues (x1=x2=x3=0), resulting in a total of 15 runs.
The latter three runs are important for assessing
the degree of curvature in the response as well as
for evaluating the model error and goodness of fit.
Tab. 2 and 3 show the test matrix used in this
study in terms of the coded levels of the indepen-
dent factors as well as the real part of the elec-
tromechanical admittance Y m

1 and Y m
2 of the m-th

pre-selected frequency simulated at the electrical
surfaces of PZT1 and PZT2 patches, respectively.

The regression coefficients were selected such
that the error ε between the predicted values of
the real part of the electromechanical admittance,
and the corresponded finite element simulated
values, Y m

l , is minimized through a least square
estimation methodology performed in the Statis-
tical Toolbox of MATLAB [MATLAB (2006)].
Thus, using equation 12, in combination with
the simulated values of electromechanical admit-
tance from Tables 2 and 3, the quadratic response
surfaces characterizing the real part of the elec-
tromechanical admittances may be expressed as
in equation 14 by using the regression coefficients
b shown in Tables 4 and 5. The coefficients b

are presented in those Tables as a function of
the six pre-selected frequencies (1st . . . 6th) for the
first PZT patch (PZT1) and the six frequencies
(7th. . . 12th) for the second PZT patch (PZT2).

Below, in Fig. 7 and Fig. 8, presented two exam-
ples of the response surfaces generated, at PZT
locations PZT1 and PZT2, respectively, in terms of
two of the three input damage parameters D1(x1),
D2(x2) and D3(x3) while the third input damage
parameter is kept fixed.

4.3 Damage identification inverse problem

At the final stage of the present damage identi-
fication methodology, after the response surface
metamodels have been constructed on the set of
Box-Behnken design points they should be used
in an inverse sense to do damage identification.
The problem : “Knowing the output values of the
real part of the electromechanical admittance at
specific PZT patch locations, what were the input
damage level parameters at specific locations that
may lead to such values ?” must be analyzed and
solved accordingly.

This problem was first attempted using a sim-
ple error minimization scheme performing
the MATLAB fminsearch routine [MATLAB
(2006)]. This simple optimization scheme
stopped once a minimum between the actual and
the predicted output feature value of the real
part of the electromechanical admittance was
achieved. But, it was very easy to prove that
these minimum values were not unique since this
kind of inverse problems has many local minima.
Thus, the advanced MATLAB routine Gloptipoly
(www.laas.fr/∼henrion/software/gloptipoly)
[Henrion and Lassere (2006)] has been used to
solve the global optimization problem of the
multivariable present work. It may generate a
series of lower bounds monotonically converging
to the global optimum at low computational cost.

To test how well the global optimization proce-
dure through Gloptipoly routine worked, a set of
runs was used which includes 15 Box-Behnken
design points plus 7 points not included in the de-
sign, for a total of 22 points. That is, knowing
the twelve output feature values (2 PZT locations
x 6 pre-selected frequencies) of real part of the
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Figure 7: RSM 3D-plots at PZT1 surfaces
Figure 8: RSM 3D-plots at PZT2 surfaces
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Figure 9: Comparison between actual and predicted coded value for Damage 1
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Table 6: Set of damage identification results. Box-Behnken design points are shown in bolds

Damage parameters Predicted damage parameters
by Gloptipoly

Run X1 X2 X3 X1 X2 X3

1 -1 -1 0 -0.98 -0.94 0.32
2 -1 1 0 -0.98 1 0.22
3 1 -1 0 1 -0.91 0.05
4 1 1 0 0.99 0.37 0.03
5 -1 0 -1 -0.99 0.023 -0.64
6 -1 0 1 -0.99 0.01 1.03
7 1 0 -1 1 0.056 -0.94
8 1 0 1 1 0.05 0.89
9 0 -1 -1 0.02 -0.87 -0.36
10 0 -1 1 0 -0.9 1
11 0 1 -1 0.01 1.1 -0.91
12 0 1 1 0 1 0.93
13 0 0 0 0 0.023 0.09
14 0 0 0 0 0.023 0.09
15 0 0 0 0 0.023 0.09
16 0.25 -0.5 1 0.25 -0.44 1
17 -1 1 -1 -0.97 1 -0.87
18 1 -1 1 0.96 -0.82 1
19 0 0.5 0 0 0.5 0.12
20 0 -0.5 0 -0.02 -0.26 0
21 0.25 0.25 0.75 0.25 0.28 0.86
22 0 0.25 0 0 0.33 0.2

electro-mechanical admittance, could the damage
input parameter level value at the locations D1,
D2 and D3 be identified. The damage identifica-
tion results are shown in Table 6, with the damage
level to be predicted by the Gloptipoly optimiza-
tion routine.

Results are also shown in Fig. 9, Fig. 10 and
Fig. 11, in the form of three plots of actual dam-
age level versus predicted damage level from the
global optimization procedure of Gloptipoly rou-
tine.

It can be observed that damage predictions are
much more successful at locations D1 and D3.
This is an expected result since it is well known
that locations closer to the PZT sensor locations
are predicted better than locations far away from
them. It can be also seen in these figures that
the present inverse formulation captures better the
main trend for the predicted damage level in the

simulated Box-Behnken design points than the
points that are not in the design set. One possi-
ble reason for higher damage identification error
might be because continuous input damage vari-
ables were used to represent discrete damage pa-
rameters.

5 Conclusions

With the combination of finite element method
and Box-Behnken design of experiment, analysis
of damage parameters effect was greatly simpli-
fied and the process of damage identification was
made efficient. Having appropriate quadratic re-
sponse surface metamodels of the input param-
eter variations is important in analyzing a struc-
ture’s current state of health and predicting struc-
tural behaviour in various conditions. The health
monitoring process proposed here that capitalizes
the feature training of appropriate design points in
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the response surface metamodeling technique for
the minimization of the associated prediction er-
ror can be efficiently used in determining the dam-
age state of a structure. Using this features the
magnitude of the damage (altered stiffness) was
correctly identify for nearly 70% of the simula-
tions tested. Stiffness reduction identification was
performed by solving an inverse problem using
a set of twelve quadratic response surface poly-
nomials which were trained on 15 Box-Behnken
design points. Results for all sets of simulations
were encouraging with correct trends captured for
number of damage locations.
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