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ABSTRACT

The deployment of vehicle micro-motors has witnessed an expansion owing to the progression in electrification
and intelligent technologies. However, some micro-motors may exhibit design deficiencies, component wear,
assembly errors, and other imperfections that may arise during the design or manufacturing phases. Conse-
quently, these micro-motors might generate anomalous noises during their operation, consequently exerting a
substantial adverse influence on the overall comfort of drivers and passengers. Automobile micro-motors exhibit
a diverse array of structural variations, consequently leading to the manifestation of a multitude of distinctive
auditory irregularities. To address the identification of diverse forms of abnormal noise, this research presents
a novel approach rooted in the utilization of vibro-acoustic fusion-convolutional neural network (VAF-CNN).
This method entails the deployment of distinct network branches, each serving to capture disparate features from
the multi-sensor data, all the while considering the auditory perception traits inherent in the human auditory sys-
tem. The intermediary layer integrates the concept of adaptive weighting of multi-sensor features, thus affording a
calibration mechanism for the features hailing from multiple sensors, thereby enabling a further refinement of
features within the branch network. For optimal model efficacy, a feature fusion mechanism is implemented
in the concluding layer. To substantiate the efficacy of the proposed approach, this paper initially employs an
augmented data methodology inspired by modified SpecAugment, applied to the dataset of abnormal noise sam-
ples, encompassing scenarios both with and without in-vehicle interior noise. This serves to mitigate the issue of
limited sample availability. Subsequent comparative evaluations are executed, contrasting the performance of the
model founded upon single-sensor data against other feature fusion models reliant on multi-sensor data. The
experimental results substantiate that the suggested methodology yields heightened recognition accuracy and
greater resilience against interference. Moreover, it holds notable practical significance in the engineering domain,
as it furnishes valuable support for the targeted management of noise emanating from vehicle micro-motors.
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1 Introduction

The progressive surge in the integration of micro-motors within vehicles, encompassing components
such as wipers, seat adjusters, and lifting glass motors, epitomizes the overarching trajectory towards
vehicle electrification and enhanced intelligence [1,2]. Moreover, the functionalities attributed to these
vehicular micro-motors have evolved into a realm of heightened diversity and intelligence [3]. Notably,
electric vehicles, distinguished by their absence of exhaust emissions and engine noise, entail lower levels
of interior noise in contrast to their combustion-engine counterparts [4]. Nonetheless, a distinct shift has
been observed, whereby the prominence of interior micro-motor noise within vehicles has become
increasingly perceptible [5]. Pertinently, certain micro-motors may be susceptible to design imperfections,
component deterioration, assembly discrepancies, and other anomalies encountered across the design and
manufacturing continuum, thus engendering the manifestation of aberrant acoustic emissions during their
operational phases [6]. The architectural landscape of vehicle micro-motors has embraced a realm of
diversification [7], consequently giving rise to a proliferation of intricate aberrant auditory manifestations,
mandated by the necessity to harmonize within the spatial confines of the vehicular interior whilst
accommodating an array of functional requisites. The genesis of noise emanating from vehicle micro-
motors is rooted in a multifarious interplay of sources, a confluence modulated by their distinctive
structural attributes, operational tenets, and inherent characteristics. The composite constitution of micro-
motors typically encompasses constituent elements such as the rotor, stator, bearing, and gear, among
others. Each such component may be vulnerable to an assortment of issues, encompassing bearing and
gear wear, mechanical slackening, design deficiencies inherent to the micro-motor, and the incitation of
shell vibrations attributable to electromagnetic forces.

Owing to the heterogeneous spectrum of abnormal noise typologies, conventional methodologies
predicated on manual feature extraction and classification algorithms are intrinsically limited in their
capacity to encompass the entirety of aberrant auditory variations. In stark contrast, deep learning has
emerged as a formidable paradigm, leveraging intricate neural architectures to hierarchically extract
salient attributes from input data, obviating the necessity for labor-intensive manual feature extraction
processes [8]. Each stratum of non-linear activation functions within the intricate fabric of deep neural
networks augments their expressive potency, affording robust learning capabilities and adaptability.
Techniques grounded in deep learning have garnered widespread acclaim across diverse domains such as
acoustic recognition, damage localization [9,10], and anomaly discernment [11,12], underscoring their
efficacy. To capture the nuances of noise characteristics manifesting within diverse noisy contexts, Cha
et al. [13] unveiled an active noise control (ANC) paradigm predicated on feedback loops, harnessed
through the prism of deep learning. Kim et al. [14] harnessed a variational autoencoder (VAE) to distill
the parameters underpinning vehicular-generated buzzing, squeaking, and rattling (BSR) noise.
Meanwhile, Choudhary et al. [15] devised a multi-input convolutional neural network, evincing
remarkable accuracy across diverse operational scenarios for bearing and gear datasets. An indispensable
facet of the deep learning repertoire is encapsulated by the convolutional neural network (CNN).
Renowned for its prowess in effectuating feature extraction, CNN has pervaded an array of applications
encompassing fault diagnosis [16,17], acoustic profiling [18,19], and diverse other domains. Its adeptness
in discerning patterns, even within the confines of intricate settings [15,20] and challenging contexts, has
been unequivocally established. Nonetheless, conventional CNN architectures may inherently fall short of
meeting the multifarious prerequisites intrinsic to micro-motor abnormal noise classification. In a
concerted endeavor to fortify the feature extraction potential of the neural network paradigm and
consequently enhance classification accuracy, the present research introduces an elevated iteration of
CNN, ingeniously integrating Inception modules.

Certain micro-motors, such as the headrest motor embedded within electric seats, often reside in close
proximity to the human auditory organ, rendering their auditory perception notably discernible. These
micro-motors are intricately linked with numerous vehicular components, thereby engendering a
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multitude of dispersed noise sources that collectively yield substantial acoustic emissions. The advent of
abnormal noise engenders discomfort and agitated emotions in both drivers and passengers, thus
detrimentally impacting their overall comfort and ride experience. Notably, a fundamental disjunction
exists between human auditory perception and the generation of sound, stemming from the distinct
processes governing auditory reception and sonic generation, which underscores the role of the human
auditory system in sound perception. To align with the intricacies of human acoustic perception, the Mel
spectrum adopts Mel filters to effectuate a non-linear frequency band division, thereby mirroring the
human auditory apparatus more faithfully. Rooted in the tenets of human auditory cognition, the Mel
spectrum aptly lends itself to noise analysis, demonstrating resilience against extraneous noise and data
gaps during transformation. Within the realms of audio processing [21,22] and vocal recognition [23-27],
the Mel spectrogram has been pervasively and efficaciously employed. Furthermore, select inquiries have
progressively integrated Mel features into the realm of sound event detection and classification,
encompassing machinery noise [28,29] and environmental acoustics [30]. Shan et al. [31] judiciously
merged Variational Mode Decomposition (VMD) with the Mel spectrogram to discern motor bearing
anomalies. Tran et al. [32] adroitly harnessed the Mel spectrogram to classify authentic noise emanating
from industrial drilling apparatus. Abeysinghe et al. [33] hamessed Mel Frequency Cepstral Coefficients
(MFCC) as pivotal feature data, augmented by ancillary statistical indices, for the identification of
vehicular malfunction sounds. Gong et al. [34] leveraged MFCC to gauge the vehicular powertrain
system’s condition. Wang et al. [35] adeptly employed the Mel spectrogram to diagnose engine acoustic
aberrations. Engineering praxis has underscored the efficacy of preprocessing methodologies grounded in
auditory perception, endowing a novel avenue for discerning irregular noise emanations within micro-
motors embedded within vehicular domains.

Ordinarily, the acquisition of abnormal noise signals necessitates the deployment of either a sound
pressure sensor, a vibration acceleration sensor, or a displacement sensor. Nevertheless, the utilization of
solitary sensor data remains inadequate for the comprehensive and precise encapsulation of the intricate
characteristics underpinning micro-motor abnormal noise within real-world contexts, owing to the diverse
array of loads and extraneous acoustic influences at play. Moreover, this monosensory approach is
susceptible to signal attenuation, environmental perturbations, and assorted extrinsic variables, thereby
impinging upon the overall resilience and fidelity of the endeavor to identify abnormal noise
manifestations [36]. Through the strategic amalgamation of features culled from an assortment of sensors,
the capacity to discriminate amongst multifaceted variants of abnormal noise in vehicular micro-motors
[37,38] is facilitated, concurrently affording the opportunity to glean supplemental insightful data points
from a multiplicity of sensor sources.

In preceding investigations, the approach of extracting features from individual sensors through the
utilization of Convolutional Neural Networks (CNNs) has demonstrated efficacy in fault diagnosis,
speech recognition, and analogous domains. However, within the realm of noise identification concerning
vehicle micro-motors, particularly those characterized by intricate and diverse configurations and
functionalities, a rudimentary CNN architecture encounters challenges in meeting the multifarious
demands inherent to this context. Limited research endeavors have accounted for the amalgamation of
multi-sensor features in the context of auditory perception. Consequently, this study introduces a signal
preprocessing methodology for auditory perception that incorporates the subjective auditory discernment
of abnormal noise by vehicle micro-motors from the vantage point of the driver and passengers.
Furthermore, the proposed methodology adopts a multifaceted sensor feature fusion technique,
culminating in the derivation of features akin to those perceptible to the human auditory apparatus. This
article proffers an innovative noise identification paradigm for vehicle micro-motors, predicated on the
fusion of multiple features, while aptly considering auditory perception. In juxtaposition to alternative
methodologies, the proposed approach adeptly ascertains the adaptive weighting and fusion of the derived
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multifaceted features, in alignment with the auditory responsiveness of the human ear. Additionally, this
approach effectively manages the influence of ambient noise, robustly exhibiting superior anti-
interference capacities.

The principal contribution of this paper lies in the proposition of an adaptive multi-feature fusion
methodology tailored to the identification of abnormal noise emanating from vehicle micro-motors, while
simultaneously considering the tenets of auditory perception. Within this study, the formulated approach
is deployed for the recognition of an abnormal noise dataset associated with vehicle micro-motors,
garnered through laboratory experimentation. Comparative analyses are subsequently conducted to assess
the recognition efficacy of the models. Furthermore, an appraisal of the model’s resilience against
interference is performed using a dataset encompassing interior vehicular noise.

The rest of the paper is organized as follows: Section 2 introduces the proposed method, suggests the
VAF-CNN model, describes the auditory perception signal preprocessing method, and explains the multi-
feature adaptive weighting approach. The experiment and dataset construction are described in Section 3.
The results and discussion of the model performance evaluation are presented in Section 4. The
conclusion is provided in Section 5.

2 Multi-Sensor Adaptive Feature Fusion Method Based on Auditory Perception

2.1 Multi-Sensor Feature Fusion Model (VAF-CNN)

The identification of abnormal noise in vehicle micro-motors is addressed in this paper using a multi-
sensor feature adaptive fusion approach based on auditory perception and using acoustic and vibration
signals as inputs. The method generally consists of four stages: feature fusion, multi-scale feature
extraction, sensor feature weighting, and feature extraction from different scales. First, branch network
CNN is used to extract features from various sensor data; after that, a feature adaptive weighting layer is
used to calibrate the extracted features; next, the Inception module is used to extract multi-scale features
separately; and finally, two branch network features are fused, and the fused features are input to the fully
connected layer for classification. The framework diagram of the proposed model for fusing multi-sensor
features is shown in Fig. 1 and the parameters of the VAF-CNN are detailed in Table 1.
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Figure 1: The schematic architecture of the VAF-CNN

CNN (Convolutional Neural Network) is a feed-forward multilayer neural network model consisting of
convolutional, pooling, and fully connected layers. It involves linear and nonlinear operations and has
powerful fitting abilities. In this paper, CNN is used to extract the features of the sensor.
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Table 1: The detailed parameters of the VAF-CNN

Layer Type Kernel size/stride Output size

1 Convolution 1_1/2 3/1 16 x 64 x 64
2 Max pool 2_1/2 2/2 16 x 32 x 32
3 Convolution 3 1/2 3/1 24 x 32 x 32
4 Max pool 4 _1/2 2/2 24 x 16 x 16
5 Batch Normalization 5 1/2 24 x 16 x 16
6 Adaptive weighted 6

7 Inception 7_1/2 160 x 16 x 16
8 Max pool 8 1/2 4/4 160 x 4 x 4
9 Concatenate 9 160 x 4 x 4
10 FC 10 512 x 1

11 Dropout

12 FC 12 4 x1

Convolution layer: the convolution kernel of the convolution layer has the characteristics of weight
sharing and translation invariance, which enhance the ability of feature extraction. The output of the
convolution layer is mapped by the activation function; in this paper, we use the ReLU activation
function. Its mathematical expression is as follows:

o=/ (Zl Zj WX (i) () T b,-,-) 6]
f(x) = max(0,x),x > 0 )
where yy, is the result after convolution, wy; is the weight of the convolution kernel, x(, () is the input at

this position, b;; is the bias, and f(-) is the activation function.

Pool layer: two common pooling methods are maximum pooling and average pooling. In this paper, only
the Inception module uses the average pooling, while other places use the maximum pooling. The maximum
pooling mathematical expression is:

Yay = MAX MAX X (1) -4 3)

where y,,, is the result after convolution, x(, ;) is the input at that location.

Fully Connected Layer: Fully connected layers are typically used to combine feature vectors, further
extract features, and perform classification operations. In the fully connected layer, each neuron is
connected to all the neurons in the adjacent layers, which leads to a huge number of parameters,
therefore, in this paper, we use Dropout after the first fully connected layer with a random dropout rate of
0.5. The mathematical expression for the fully connected layer is:

y= a(Wx+b) “4)

where W is the weight matrix between the input layer and the output layer, b is the bias, and ¢ is the Relu
function.
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Batch Normalization: This paper uses batch normalization to standardize the input features of different
sensors as the standard normal distribution, to avoid the phenomenon of internal covariate shift and gradient
vanishing in the network forward propagation, and to speed up the model convergence. Its mathematical
expression is as follows:

X —
Yy oty p )
o + &

where X = {x,_,,} is the input of any layer, Y = {y;_,,} is the output put of the linear transformation, and 1,
and o3 are the mean and variance of the small batch, respectively.

Inception [39] is a special CNN structure with characteristics of different convolution and parallel
structures. In this paper, multiple parallel convolution layers and a pooled layer are used to extract
different noise features at different scales by convolution of multiple parallel branches. The 1 x 3, and 5
x 1 convolution kernels are used to obtain different sizes of receptive fields, respectively, to increase the
richness of feature extraction and improve the feature extraction capability of the model. In addition, to
reduce the number of parameters and computational complexity, the 1 x 1 convolution kernel is subjected
to dimensionality reduction and dimensionality enhancement operations. The specific parameters of the
Inception module in this paper are shown in Fig. 2.
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Figure 2: Inception layer used by the VAF-CNN

2.2 Signal Acoustic Perception Processing

The spectrogram representation known as the Mel spectrum is excellent at capturing the sound that the
human auditory system hears. To create the Mel spectrogram, the frequency axis is divided into many
isometric intervals, and the energy values within each interval are added together. Fig. 3 depicts the Mel
spectrum extraction procedure.
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Figure 3: The Mel spectrogram extraction process
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(1) Pre-emphasis. The pre-emphasis is applied to the acquired signal to enhance the high-frequency
components of the signal with a high-pass filter. In this paper, the pre-emphasis coefficient is 0.97. The
transfer function of the high-pass filter can be expressed as:

X(n)=s(n)—axs(n),09<a<1.0 (6)

where a is the pre-emphasis factor, s(n) is the acquired signal.

(2) Framing. Considering the short-term stationarity of the signal, it is necessary to perform a sub-
framing operation on the signal and ensure that there is a partial overlap between adjacent frames to
avoid frequency leakage. In this paper, the frame length is set to 25 ms, and the frameshift is set to
15 ms. The framing is illustrated in Fig. 4.

[
Shift | Overlap

Figure 4: Signal framing process

(3) Windowing. Windowing is performed on each frame of data to increase the continuity between the
two ends of the frame, thereby reducing the spectrum leakage and sidelobe size in the process of FFT
conversion. In this paper, the Hamming window is used as the windowing function, and its expression is
as follows:

2nn
w(n) = (0.54—0.46<N_1)>,0§n§N—1 )

0, otherwise

where N is the window length, that is the frame length.

(4) Discrete Fourier Transform (DCT). The Discrete Fourier Transform is performed on the windowed
signal to obtain the spectrum. The formula for the transformation is as follows:

y0) = 37 xapw(e 1 < k< L ®

E(k) = (k) )

where N is the signal length, & is the signal period of the computed triangular wave component, y(k) is the
amplitude of the frequency band after the discrete Fourier transform, x(n) is the sampled analog signal, and
E(k) is the energy spectrum of the signal.

(5) Mel filter bank. After the spectrum of the signal is obtained, the Mel filter is used to filter the
spectrum, the energy of the filter bank is calculated, and then the MEL spectrum is generated. The
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relationship between the Mel scale and linear frequency f is shown in Eq. (10), the Mel filter is shown in
Fig. 5, the calculation formula is shown in Eq. (11), and the Mel energy filtered by the filter is shown in
Eq. (12).

Mel(f) = 259510g10<1 +7fm> (10)
(0 k<f(m—1)
EoSn =) 1) <k < fm)
_ ) S(m)—f(m—1)
Hin (k) fm+1)—k (1
T £ 1) —Fm) f(m) <k<f(m+1)
{ 0 k>f(m+1)
MES(m) =" H,(K)E(k),0 <m <M —1 (12)

where Mel(f) is the frequency under the Mel scale, f is the linear frequency, f(m) denotes the center
frequency of the mth Mel filter, and £ is the target frequency.
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Figure 5: Mel filter bank

(6) SpecAugment-based data augmentation. A data augmentation approach called SpecAugment [40]
analyses signal from a visual perspective and employs time warping, frequency masking, and time
masking strategies. It is frequently used in voice and audio processing. This paper selects a frequency
masking method because the characteristics of the various noise parts in this work show good consistency
in the time domain but a significant gap in the frequency domain. In order to guarantee incomplete
masking of the feature frequency band, the frequency masking approach is enhanced in accordance with
the noise characteristics. To simulate samples with partially missing frequency information, localized
masking zones are created. The frequency masking strategy for SpecAugment is: The frequency
dimension is masked so that /' continuous frequency channels [fy,fy + /) are masked, where f is
randomly generated in the uniform distribution from 0 to frequency masking parameter F, f; is between
[0,v—f), and v is the number of Mel frequency channels. The improved SpecAugment strategy is as
follows, and the Mel spectrum after processing is shown in Fig. 6:

1) Selection of masking frequency range [0, 4200 Hz];

2) The number of frequency blocks selected for use is 2. The Mel frequency band is nonlinearly and
evenly divided, and the lower the frequency, the denser the Mel frequency band. Therefore, two
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consecutive Mel frequency channels are set, and the frequency channels range is [0,1000 Hz] and [1000,
4200 Hz];

3) The random masking parameters £ are 39 and 10, respectively, to ensure that the randomly generated
masking band range does not completely mask the feature band.

Figure 6: The Mel spectrogram masking by improved data augmentation method

2.3 Multi-Sensor Feature Adaptive Weighting Method

The features that are extracted from the data from multiple sensors are redundant and correlated. The
fusion of various signals and signal features is typically accomplished using traditional data fusion
approaches, which either manually calculate the weights required or simply combine features for fusion
before inputting them into the deep structure to extract representative features for recognition. However,
mutual interference between different signal types becomes particularly noticeable when signals of the
same type are fused, leading to the model’s extraction of several duplicate features. Additionally, the
presence of significant features may be lost due to the blurring of sensor data features. The traditional
weight assignment approach requires prior knowledge, the weight obtained is not always applicable to the
input data currently being used, and it is not possible to automatically alter the weight to take into
account new data.

In order to address these problems, a multi-sensor feature-adaptive weighting method is presented. This
method can calculate the weight of a sensor based on the data’s feature distribution, effectively balancing the
redundancy and correlation between various sensor features and improving the accuracy and stability of the
feature extraction process. Using the vibration signal and the acoustic signal as examples, the Mel
spectrograms of the various sensors are first input into the two branch networks, where the depth features
of the data from a single sensor are automatically extracted. Next, the features of the multiple sensors are
weighted.

Let F; and F; be the features extracted from the two branch networks, and the specific weighting process
is as follows:

1) Use the global average pooling operation to compress the spatial dimension of different sensor
signals’ features:

1
S5 = H 7 Dt Dy 10
1 ’

where S§ and Sj; are the compression features of the ¢ th channel, H x W is the spatial dimension of the
feature, M is the number of channels of the feature, and Fy is the feature of the ¢ th channel.

c=1,2,...M (13)
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2) Combine the compressed features of two sensor signals to generate a global representation.
Additionally, introduce fully connected operations to improve nonlinearity:

Fy = [S4, 58] (14)
F.=0o(W -Fy+b) (15)
where S4 and Sy are compression features, w is the weight, b is the bias, and o is the ReLU activation

function, and the bias term is not set in order to avoid increasing the complexity of the model.

3) Based on the compression feature Fz, the soft attention signals P; and P, are generated to adaptively
select the features for each channel using the soft attention mechanism. At the same time, the Softmax
function is added to obtain the excitation probability of each sensor feature.

ewA*FZ
Pl = eWA*FZ + eWB*F: (16)
eWB*Fz
P2 = eWA*FZ + eWB*Fz (17)
where P, and P, are the excitation signals of F; and F?, respectively.
4) Recalibration or fusion of features from different sensor data through a gating mechanism:
F, =P, x F, (18)
Fz = P2 X F2 (19)
F=P xF +P,xF (20)

where 14:1 , F, are the calibrated features and F are the fused features, respectively.

3 Experiments and Datasets

3.1 Abnormal Noise Acquisition Experiment

All of the motors utilized in this experiment are micro-motors within the vehicle, and Fig. 7 illustrates
some typical motor types. The acquisition experiment was conducted in a semi-anechoic chamber with
minimal environmental noise. Online collecting, analyzing, and processing were done in the experiment
using a 48-channel LMS SCADAS Mobile front-end data acquisition system from Siemens and the
Signature Testing-Advanced module of Simcenter Testlab2021 software. The three-way vibration sensor
(model: BO5Y32) and the BSWA sound pressure sensor (model: MA231-570434) were both utilized for
collecting vibration and acoustic signals, respectively. To replicate the fixed position of the motors on a
real vehicle, the vehicle’s micro-motors were all fixed to the corresponding fixture. The sound pressure
sensor and vibration sensor took samples while the micro-motor was running. The vibration sensor was
attached to the motor shell, and the sound pressure sensor was 50 cm away from the micro-motor. The
field experiment is shown in Fig. 8.

The resolution is 1 Hz, while the sampling frequency for acoustic and vibration signals is 12800 Hz. To
assure the accuracy of the micro-motor sample labels, the acquisition procedure used samples of abnormal
micro-motor noise supplied by a corporation, and the running micro-motor noise was manually labeled by
professional technicians. This paper chooses four types of abnormal noise with lower BI index values and a
higher frequency of occurrence as the research objects. This selection was made in accordance with the BI
index and frequency of occurrence of micro-motor products offered by a manufacturer. The customer’s
subjective assessment of the motor’s noise is reflected in the BI index, and the lower the value, the worse
the subjective feeling.
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Figure 8: Vehicle micro-motor noise acquisition system

3.2 Datasets

Two different noise datasets were used in this paper: the first one is a dataset without vehicle interior
noise, and the second is a dataset with vehicle interior noise. Road noise, wind noise, and drive
motor noise are only a few examples of the inherent environmental characteristics that contribute to the
interior noise of vehicles in motion. By including vehicle interior noise, the micro-motor application
scenario can be more accurately simulated, and the model can be exposed to more real and complex
sound scenes during the training process, allowing for an evaluation of the proposed method’s
applicability in the real-world driving environment.

The first kind of dataset is built from laboratory samples, with each sample lasting 1 s and each signal
receiving 1000 samples for a total of 4000 samples. Fig. 9 displays the time-domain waveforms of the four
different types of noise. The dataset details are shown in Table 2.

The interior noise of an electric vehicle is chosen for the second type of dataset construction. Asphalt is
used as the test surface, and the test conditions included uniform speeds of 40, 80, and 100 km/h. Right
behind the driver’s right ear is the sound pressure sensor. Fig. 10 displays the noise spectrum diagram of
the acquired vehicle interior.

In order to construct the second type of dataset, an electric vehicle was selected to collect the interior
noise. The test location was an open road in Chengdu, and the operating condition for internal car noise
was chosen to be constant speed. There were three constant speeds: 40, 80, and 100 km/h. The right ear
of the driver served as the location of the sound pressure sensor, and the test duration was longer than 5 s
with a 25600 Hz sampling frequency. Fig. 11 displays the noise spectrum diagram of the acquired vehicle
interior.
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Figure 9: The acoustic time-domain signals of four abnormal noise of vehicle micro-motor, (a) H, (b) R,
(c) L, (d) OK

Table 2: Sample details for model training and testing

S. no. Type Sample size Training Testing Duration (s) Sampling frequency (Hz)
1 H 1000 700 300 1 12800

2 R 1000 700 300

3 L 1000 700 300

4 OK 1000 700 300

Figure 10: Driver’s right ear noise measurement point of the test vehicle



SV, 2023, vol.57 145

— 40 km/h ||
— 80 km/h
— 100 km/h

[}
o
T

N
[

W
o

Pa/dB(A)
B

o

‘ LTRSS
M«lﬁ(ﬂ ~ul< ‘1’ 1 “

N
o
T

30 - 4

0 1000 2000 3000 4000 5000 6000
Frequency/Hz

Figure 11: Noise spectrum of the test vehicle at different speeds

To replicate the use of the micro-motor on a real vehicle, the interior noise of the vehicle at 40, 80, and
100 km/h was superimposed on the laboratory dataset. The specific superposition method is as follows: the
interior noise of the vehicle is downsampled, and the signal is intercepted to ensure that the interior noise of
the vehicle and the abnormal signal have the same sampling rate and length. Then, the two signals are added
at each sampling point, and the signal after superposition is obtained. The signal-to-noise ratio (SNR) [41] is
a frequently employed quantitative index to assess the relative intensity between the signal and the interior
noise in a vehicle. The interior noise in the vehicle will interfere with the original signal. The lower SNR is a
symptom of increased signal interference and louder noise. Therefore, the vehicle interior noise and the
original signal at different speeds are calculated according to the SNR calculation formula, which is
provided in Eq. (21), to evaluate the level of influence of vehicle interior noise at different speeds on
different noises. The SNR is 7, 0, and —3 dB at 40, 80, and 100 km/h, respectively.

Py

where P; is the signal power, P, is the noise power.

4 Analysis and Discussion of Results

On a noise dataset without interior noise and a noise dataset with interior noise, respectively, recognition
experiments are conducted to evaluate the performance of the proposed approach and its application in a real
driving situation. The neural network is trained on 70% of the sample from the dataset, while it is tested on
the remaining 30%. The training model for the neural network is created using the acoustic and vibration
sensor data from the training samples. Following the entry of the test samples into the trained model for
testing, the output results of the model based on single-sensor data and those of other models based on
multi-sensor data are compared.

4.1 Model Evaluation and Comparison

In this section, the proposed VAF-CNN is experimented with on two datasets to illustrate the
applicability of the suggested approach, first contrasting it with the results of previous feature fusion
models based on multi-sensor data and subsequently with results from single-sensor data. The feature
fusion model accepts data from both vibration and acoustic sensors, unlike single-branched networks,
which only accept data from a single sensor. In Fig. 12, the comparative model is displayed. For multi-
class classification problems, confusion matrices are used to evaluate, quantify, and visualize the
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performance of classifiers. The performance parameters of the classifier are calculated using the following
relationships:

Accuracy = P T ]7:; i ;]1\)] vt 100% (22)
Sensitivity = TPZ% * 100% (23)
Specificity = % * 100% (24)
Precison = % * 100% (25)

where TP is the true positive samples, TN is the true negative samples, FP is the false positive samples, and
FN is the false negative samples.

Acoustic or vibration .

(@)
Acoustic signal —>
Adaptive weighted _’
}ﬁ e —]| e
Vibration signal >
(b)

Acoustic signal —>—- Inception layer

B o B e
Vibration signal > 4 Inception layer
(©)

Figure 12: Single-sensor and multi-sensor method framework, (a) A-CNN (Acoustic)/V-CNN (Vibration),
(b) MF-CNN, (c) EF-CNN

(a) A/V-CNN (CNN for acoustic or vibration sensor data input.) The model takes acoustic or vibration
sensor data as input, does not include the BN layer and feature fusion layer, and only uses a fully connected
layer. In addition, the other layers are the same as the single-branch network of the proposed method.

(b) MF-CNN (CNN model for fusing acoustic and vibration sensor features at the middle layer) This
model takes acoustic and vibration sensor data as input, and multi-sensor features are adaptive weighted
fusions in the middle layer.

(c) EF-CNN (CNN model for fusing acoustic and vibration sensor features at the last layer) This model
takes acoustic and vibration sensor data as input, and there is no multi-sensor feature adaptive weighting
layer in the middle layer, and only simple feature fusion is carried out in the last layer.

The results of VAF-CNN were compared with those of other models. Both the proposed model and the
comparison model were run 10 times, and their average prediction accuracy was taken as the final measure.
The implementation of the model uses the Pytorch framework and is built in the Python language. The initial
learning rate of the model is 0.001, the loss function is cross-entropy loss, the optimization algorithm is the
Adam algorithm, the regularization is L2 regularization, and the weight attenuation is 0.001. The model
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training is carried out in small batches. The number of samples sent to the network is 128 each time, and the
input size of images is 64 x 64.

Table 3 displays the average prediction accuracies of the aforementioned models for 10 runs on both
datasets. On the lab dataset, the single-sensor models all have accuracy levels below 90%, while the
accuracy of the model results of multi-sensor feature fusion is greater than the accuracy of a single
sensor, and the accuracy of VAF-CNN is the greatest, reaching 94.90%.

Table 3: Comparison of method accuracy on different datasets

Methods Laboratory dataset Interior noise dataset of vehicle

7 dB 0 dB -3 dB
A-CNN (Single-sensor) 89.13% 89.13% 88.29% 87.70%
V-CNN (Single-sensor) 88.31% 88.35% 88.13% 87.30%
MF-CNN (Multi-sensor) 93.54% 93.22% 92.33% 92.28%
EF-CNN (Multi-sensor) 93.52% 93.48% 93.42% 93.27%
VAF-CNN (Proposed method) 94.90% 94.62% 94.59% 94.27%

On the dataset containing vehicle interior noise with an SNR of 7 dB, the accuracy of all models
performs well. The single-sensor model and the multi-sensor feature fusion model both exhibit some anti-
interference ability at high SNR. With a VAF-CNN accuracy of 94.62%, the multi-sensor feature fusion
model is more accurate.

On the dataset containing vehicle interior noise with an SNR of 0 dB, the accuracy of single-sensor
models decreases, all of them are lower than 89%, among which the accuracy of the A-CNN model
decreases more; the accuracy of the multi-sensor feature fusion model also decreases, among which the
accuracy of the MF-CNN decreases the most, and the accuracy of the VAF-CNN model is 94.59%.

The accuracy of the single sensor model drops to less than 88% on the dataset containing vehicle interior
noise with an SNR of —3 dB, and the V-CNN model drops the most. The accuracy of the VAF-CNN is
94.27%, and the accuracy of the multi-sensor feature fusion model is greater than 92%.

In the single sensor model, the accuracy of A-CNN is higher, and the anti-interference capacity of V-
CNN is stronger, with a 1.01% accuracy drop as SNR lowers. In the multi-sensor feature fusion model,
VAF-CNN has the maximum accuracy with a decreasing signal-to-noise ratio, whereas MF-CNN has
worse anti-interference capabilities and its accuracy drops by 1.26%.

The results of the multi-sensor feature fusion model outperform those of the single sensor model in that
their overall accuracy is higher than 92%, their anti-interference ability is stronger, and their accuracy
declines range from 0.25% to 1.26%. The anti-interference capabilities of EF-CNN and VAF-CNN are
superior to those of the multi-sensor feature fusion model, and VAF-CNN has the highest overall accuracy.

The results of the other classification indicators for the five models mentioned above are listed in Tables
4-7. The model with multiple sensors as input performs better and has better evaluation indices than the A-
CNN and V-CNN models with a-single sensor as input. The VAF-CNN model performs better in
classification compared to MF-CNN and EF-CNN with multiple sensors as input.
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Table 4: Performance results on the laboratory dataset

Performance measures A-CNN V-CNN MF-CNN EF-CNN VAF-CNN
Sensitivity 0.8925 0.8875 0.9275 0.9350 0.9525
Specificity 0.9642 0.9625 0.9758 0.9783 0.9842
Precision 0.9051 0.8895 0.9294 0.9369 0.9541

Table 5: Performance results on the interior noise dataset of vehicle with an SNR of 7 dB

Performance measures A-CNN V-CNN MF-CNN EF-CNN VAF-CNN
Sensitivity 0.8917 0.8833 0.9300 0.9342 0.9475
Specificity 0.9639 0.9611 0.9767 0.9781 0.9825
Precision 0.9043 0.8812 0.9331 0.9367 0.9484

Table 6: Performance results on the interior noise dataset of vehicle with an SNR of 0 dB

Performance measures A-CNN V-CNN MEF-CNN EF-CNN VAF-CNN
Sensitivity 0.8825 0.8817 0.9333 0.9342 0.9456
Specificity 0.9608 0.9606 0.9778 0.9781 0.9818
Precision 0.9022 0.8841 0.9336 0.9367 0.9467

Table 7: Performance results on the interior noise dataset of vehicle with an SNR of —3 dB

Performance measures A-CNN V-CNN MF-CNN EF-CNN VAF-CNN
Sensitivity 0.8775 0.8733 0.9225 0.9333 0.9425
Specificity 0.9592 0.9578 0.9742 0.9778 0.9808
Precision 0.9001 0.8720 0.9234 0.9355 0.9428

Fig. 13 displays the predicted confusion matrix for the five models on the laboratory dataset. The
confusion matrix’s vertical axis denotes the sample’s expected label, the horizontal axis denotes the actual
label, the diagonal line denotes the percentage of correct classifications, and the non-diagonal elements
denotes the percentage of incorrect classifications. The confusion matrix visually shows the model’s
performance in identifying different classes of samples and provides a more specific evaluation of
performance metrics through true positive (TPR) and false negative rates (FNR). By utilizing the true
positive rate and false negative rate, it becomes possible to determine the percentage of samples correctly
identified as belonging to their respective categories, as well as the percentage of samples incorrectly
classified as belonging to other categories.

The overall differentiation of VAF-CNN is stronger in comparison to the model with a single sensor as
input (Figs. 13a and 13b), and the classification effect on labels 1 and 2 is better than that of the single sensor
data model. With only a 0.02 misclassification rate on label 2, VAF-CNN outperforms other multi-sensor
feature fusion models (Figs. 13c and 13d), and its overall classification result is the best. Compared to the
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model with a single sensor as input, the feature fusion model with multiple sensors as input is able to select
the features of a single sensor and realize feature complementarity, thus improving the classification accuracy

of the model.
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Figure 13: The confusion matrix of the result for the test samples on the laboratory dataset, (a) A-CNN,
(b) V-CNN, (c) MF-CNN, (d) EF-CNN, (¢)VAF-CNN

4.2 Visual Analysis

To intuitively understand the capabilities of the proposed VAF-CNN in feature extraction and
classification, t-SNE [42] is used to map high-dimensional data into a low-dimensional space for
visualization. Fig. 14 displays the visualization results for the input layer, feature extraction layer (Max
pool 8 1/2), feature fusion layer (Concatenate 9), and fully connected layer (FC 10) of the VAF-CNN
network model used in this paper.

Fig. 14 shows that the data samples for the four different types of labels are entirely mixed together in the
multi-sensor data input layer, with labels 0 and 3 and labels 1 and 2 having some overlap. Labels 0 and
3 overlap more visibly in the acoustic signal input layer, suggesting that labels 1 and 2 and labels 0 and
3 are similar and that it is challenging to identify them apart.
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Figure 14: Feature visualization of the VAF-CNN

Labels 0 and 1 can be distinguished after two branches of extracted features, showing that they can be
identified by using single-sensor acoustic or vibration data as input. However, there is still some overlap
between labels 1 and 2, as well as between labels 0 and 3, showing that their differentiation is relatively
poor. This agrees with the A/V-CNN model’s results for the confusion matrix.

Labels 2 and 3 are differentiated in the feature fusion layer, and the overlap between labels 0 and 3 and
1 and 2 is minimized, which generally demonstrates a greater differentiation than the results of the single-
sensor feature extraction layer. With only a few occurrences of misclassification, the differentiation
between labels 0 and 3 and 1 and 2 is significantly enhanced in the fully connected layer, which is
consistent with the VAF-CNN model’s confusion matrix result.

5 Conclusion

In response to the imperative of addressing noise recognition challenges within the context of vehicle
micro-motors, this paper propounds a novel approach—a multi-sensor features adaptive fusion
classification method, grounded in auditory perception principles. Through the transformation of multi-
sensor time-domain signals into Mel spectrograms, the method judiciously extracts salient features from
individual sensor datasets, segregated within distinct network branches, while remaining attuned to the
inherent auditory attributes of the human auditory system. The tenets of multi-sensor feature adaptive
weighting are harnessed in the intermediary layer, facilitating the harmonization of diverse sensor
features. Subsequent optimization of these features transpires within the branch network, culminating in
feature fusion at the concluding stratum. Moreover, the augmentation of sample volume is a vital facet of
the proposed approach. Employing an enhanced SpecAugment data augmentation methodology, the study
expands the sample size on two disparate heterophonic datasets, thereby alleviating the demand for an
extensive repository of actual samples for model training. By subjecting these augmented datasets to
experimentation, a comparative analysis ensues between the single-sensor approach and existing multi-
sensor feature fusion methodologies. Empirical results from the laboratory dataset underscore the
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commendable performance of multi-sensor-based feature fusion methods, attaining an accuracy threshold
surpassing 90%. Notably, the proposed methodology attains the zenith of recognition accuracy,
registering an impressive 94.90%. On the dataset encompassing vehicular interior noise, the proposed
approach shines in its resistance to interference, notably manifesting a precision of 94.27% under an SNR
of —3 dB. This dexterity to accurately discern micro-motor noises within the vehicular operational milieu
lends substantive technical and methodological support to the domain of vehicle micro-motor noise
recognition and control. While the current paper lays a robust foundation, several avenues beckon for
future refinement. Firstly, this study hones in on four archetypal noise types for scrutiny; the inclusion of
novel abnormal noises necessitates their assimilation into the original dataset to facilitate retraining of the
model. Secondly, the current investigation prioritizes abnormal noises characterized by higher occurrence
frequencies. To holistically address the spectrum of abnormal noise frequencies, meticulous attention to
the conundrum of class imbalance becomes indispensable. Finally, this paper’s representation of interior
noise remains restricted to one specific vehicle, precluding the comprehensive representation of interior
noise in diverse vehicular contexts.
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