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Abstract: The growing collection of scientific data in various web reposi-
tories is referred to as Scientific Big Data, as it fulfills the four “V’s” of
Big Data—volume, variety, velocity, and veracity. This phenomenon has cre-
ated new opportunities for startups; for instance, the extraction of pertinent
research papers from enormous knowledge repositories using certain innova-
tivemethods has become an important task for researchers and entrepreneurs.
Traditionally, the content of the papers are compared to list the relevant
papers from a repository. The conventional method results in a long list of
papers that is often impossible to interpret productively. Therefore, the need
for a novel approach that intelligently utilizes the available data is imminent.
Moreover, the primary element of the scientific knowledge base is a research
article, which consists of various logical sections such as the Abstract, Intro-
duction, Related Work, Methodology, Results, and Conclusion. Thus, this
study utilizes these logical sections of research articles, because they hold
significant potential in finding relevant papers. In this study, comprehensive
experiments were performed to determine the role of the logical sections-based
terms indexing method in improving the quality of results (i.e., retrieving rele-
vant papers). Therefore, we proposed, implemented, and evaluated the logical
sections-based content comparisons method to address the research objec-
tive with a standard method of indexing terms. The section-based approach
outperformed the standard content-based approach in identifying relevant
documents from all classified topics of computer science. Overall, the pro-
posed approach extracted 14% more relevant results from the entire dataset.
As the experimental results suggested that employing a finer content similarity
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technique improved the quality of results, the proposed approach has led the
foundation of knowledge-based startups.

Keywords: Scientific big data; ACM classification; term indexing; content
similarity; cosine similarity

1 Introduction

The myriad of scientific research publication over the web has been increasing over the
past several years [1]. This knowledge base is generated by numerous researchers worldwide, and
the scientific documents are published in different journals, conferences, workshops, etc. As this
scientific data can be described in terms of the “four V’s” of Big Data: volume (huge reposi-
tories are available), variety (different venues require their own format), velocity (increasing with
rapid pace), and veracity (content extraction from PDF versions may be noisy). This expanding
knowledge base can be referred to as Scientific Big Data. According to a recent analysis of
Scientific Big Data, more than 50 million journal papers and billions of conference papers have
been published; in addition, 1.3 billion books have been digitized by Google [2]. These documents
are then indexed in various digital repositories such as Web of Science, SCOPUS, and PubMed.
As of October 2017, PubMed contained 27.5 million records, representing approximately 7000
journals [3]. Further, SCOPUS indexes 75 million records [4] and Google Scholar indexes 389
million documents [5]. Thus, identifying pertinent research papers from such huge repositories
is an immense challenge. Generally, thousands of papers are returned from these systems for a
user query.

This significant amount of data on different web repositories hinders the process of retrieving
relevant information in a concrete manner. Millions of generic hits and irrelevant documents are
returned by contemporary indexers, posing a challenging task for researchers. Consequently, the
problem has grabbed the attention of scholarly communities, and researchers are in the process
of developing effective solutions. Subsequently, the solutions to such problems may lead to the
foundation of new and emerging startups. Therefore, the community is seeking solutions through
various perspectives such as by exploiting citation, metadata, collaborative filtering, and content-
based approaches.

Citations are deemed to be a great source of information for recommending relevant papers.
Researchers have proposed various citation-based techniques, including bibliographic coupling [3]
and co-citation [4]. Kessler used a bibliographic connection as basic similarity metrics [3] to locate
groups or clusters in technical and scientific literature. In particular, authors carefully screen the
citations of their papers, which is advantageous because there is a high probability that most of
the articles cited in the references list will be relevant to the topic of the citing paper. However,
citation-based approaches do not yield proper results for articles that were not referred because
authors cannot cite all the relevant papers.

In addition, metadata-based techniques, suggested by [5,6], uses various types of metadata
such as paper title, authors, and venues for finding relevant documents. In this method, the
discovery and use of documents is characterized by metadata that help in document discovery,
network management, visibility, and organizational memory [7].

Another widely used approach to obtain relevant documents is collaborative filtering, which
determines relevant documents by utilizing collaborative knowledge. These recommendations are
based on user profiles and past preferences of the user’s taste [8]. The collaborative filtering system
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provides better accuracy than the content-based approach, but suffers from the item cold-start
problem. The authors have suggested using a unified Boltzmann machine that naturally combines
content and collaborative features to produce better recommendations for both cold-start and non-
cold-start items.

In content-based approaches, the content of two individual papers is analyzed to determine
their relevance with respect to each other. For example, papers with contents similar to that of
focused paper “A” will be considered more relevant for paper “A” [9]. More precisely, the content-
based approach extracts important terms from the contents of two papers and compares them to
find the relevance between the papers.

In context, IMRAD (Introduction, Method, Results, and Discussion) is a common structure
for organizing a research article, which was introduced by Louis Pasteur [10]. Its adoption began
in the 1940s, and it became the dominant format for preparing papers in the 1980s [11]. Subse-
quently, different detailed structures were developed. For example, Shotton proposed an ontology
(discourse elements ontology) that conceptually describes the logical sections and other related
information pertaining to scientific documents [12,13]. In addition, the technique developed and
proposed in [14] maps the diversified section names over the logical sections of a research doc-
ument. Their proposed approach does not depend on the regular flow of sections (Introduction,
Related Work, Methodology, Results, Conclusion, and Summary), rather it uses paper template
information (possible positioning of sections) and the dictionary terms of sections. Besides, every
section in a paper has its own meaning. For example, the authors provide an overview of their
research in the “Abstract” section, whereas the “Introduction” section contains a brief introduction
about the focused research topic. An overview of related previous research as well as the problems
and deficiencies in the existing techniques are generally described in the “Related work” section.
Subsequently, the “Methodology” section contains the architecture of the proposed solution along
with a detailed description of the proposed technique. Then, the obtained results are analyzed
and discussed in the “Result” section of the document. Finally, the findings from the research are
presented in the “Conclusion” section.

As discussed above, each logical section has its own importance and significance; however, the
entire document is treated at the same level of importance in standard content-based approaches.
For example, if a term in the “Abstract” section of paper “A” matches with a term in the
conclusion section of paper “B,” the standard content-based approaches will declare that paper
“B” is relevant to paper “A,” although these documents might not be actually relevant. On the
contrary, if the importance of logical sections are defined and a term from the “Abstract” section
of paper “A” matches to a term in the “Abstract” section of paper “B,” then the probability of
the two documents being relevant may increase.

Similarly, if two researchers have independently proposed two different algorithms to solve the
same problem in papers “A” and “B,” respectively, then there is a greater possibility of a higher
number of matching terms between the methodology sections of both papers. However, a survey
paper “C” covering the same problem area might have a higher number of matched terms with
paper “A” in the entire content of the paper. In this case, standard content-based approaches will
consider survey paper “C” to be more relevant to paper “A” than paper “B; ” however, papers “A”
and “B” are more related in reality. Thus, considering all of the aforementioned issues, we present
a study that identifies whether section-wise content similarity increases the chances of recommending
relevant papers, as compared to the conventional content-based approach.
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Therefore, we performed a section-wise content comparison between research papers to
address the objectives of the study. The vectors of each logical section were formed from each
scientific paper. Furthermore, the corresponding vectors were compared in a standard manner
using cosine similarity, as in the content-based approach. This indicated that the terms appearing
in each logical section were more likely to be compared only with the terms occurring in the
corresponding logical section of the other papers. The proposed approach was comprehensively
evaluated by accounting data from each topic under the ACM classification hierarchy. The section-
based approach outperformed content-based approach in identifying relevant documents in all
topics of computer science. Further, the gain percentage varied from 36% for Topic-E “Data” and
2% for the Topic-D “Software. ” Overall, the gain percentage of the proposed approach was 14%
for all dataset.

The rest of the paper is organized as follows. The literature review is presented in Section 2
for the validation of the framed hypothesis. The proposed methodology of the study is presented
in Section 3. The evaluation of the experiment is elaborated in Section 4 with the experimental
setup and considerations, where a sample paper from the classified ACM topics was selected. The
experimental results and its comparisons are presented in Section 5, and the results are discussed
in Section 6. Finally, the contributions of this study are summarized and concluded in Section 7.

2 Related Work

In the above section, the extent of research publications and the estimated quantity of
scientific documents were discussed along with commonly faced problems. Consequently, various
approaches have been proposed in the literature to help the scientific community in this task.
These contemporary approaches are divided into four major categories. The first approach iden-
tifies and recommends relevant papers by utilizing user collaborations; the second approach uses
the metadata of the papers; the third approach uses citations to identify relatedness between
documents; and the fourth approach exploits the content of papers to recommend relevant
research papers. Certain hybrid systems utilize two or more of these techniques to enhance the
recommendations for relevant papers based on different considerations. This section reviews the
most important, recent, and classical methods related to these approaches.

2.1 Collaborative Filtering-Based
Collaborative filtering-based approaches list relevant documents by exploiting user profiles and

past preferences of the users’ choices. Recommender systems envisage a user’s choices and pref-
erences based on his/her accessed and rated items. Thus, collaborative filtering can be categorized
into two approaches: model-based and memory-based. In model-based approaches, predictions are
made based on the model, which contains information on items and users’ interactions with each
other; whereas memory-based approaches exploit the user’s existing rating data for predicting their
preference to other items. Therefore, collaborative filtering is considered an important approach
because of its high performance and simple requirements, as highlighted by [15,16].

Currently, search engines used for academic purposes, such as Scienstein, have become
influential and prominent hybrid systems recommending research.

2.2 Metadata-Based
Another approach to recommend relevant papers is that based on metadata, where the

metadata of a paper, such as paper title, author names, publication date, and venues are used to
extract relevant documents. Thus, the relevance and discovery of documents is characterized using
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metadata. Moreover, one of the core services provided to users is the creation and provision of
metadata that support the functionality of various digital libraries. In particular, objects of interest
and relevant information are accessed utilizing a metadata technique. As the documents and
metadata are digital, the alternative implementation of the data can be made accessible. However,
conventional metadata are less likely to exist in digital libraries. Metadata in digital libraries help
in document discovery, network management, visibility, and organizational memory [17].

Thus, metadata are an important source for creating recommendations of relevant research
papers. Moreover, recommendation systems based on metadata work efficiently, mostly because
only a few terms need to be analyzed for recommending relevant research papers. Consequently, as
the metadata are a set of small number of terms—generated from authors’ keywords, title terms,
and categories, the quality of recommendation is not highly accurate owing to the difficulty of the
recommender system to make concrete decisions by analyzing a small number of terms. Therefore,
several authors have developed hybrid approaches that use metadata as well as collaborative
filtering, content, and citations to make accurate recommendations.

2.3 Citation-Based
Citations form a highly important dataset that use various techniques for recommending

relevant research papers. The two common techniques pertaining to this field are bibliographic
coupling [6] and co-citation [7]. In the former approach, two papers, A and B, are considered
similar if they share a citation of paper C in their references. In the co-citation technique, the
number of common citations received by two given papers, A and B, is used as an indicator of
similarity between A and B. Therefore, co-citation between papers A and B indicate that they
have been cited by paper C. Moreover, the citations techniques have been extended by various
researchers in recent times [18,19].

Most of the citation-based techniques use citation network information. These techniques
provide adequate and appropriate recommendations, because the citations are carefully hand-
picked by the authors. However, these approaches are limited to working well within certain
citation networks, because the authors cannot cite every relevant paper in their research. The
relevant papers that have not been cited become a weak candidate to be discovered with relevance.
Thus, it has considerably high chances of missing relevant papers.

2.4 Content-Based
In content-based approaches, the contents of two papers are analyzed to determine their

relevance. For example, papers with a more similar content to that of focused paper A will be
considered more relevant to paper A. Thus, content-based recommendation systems analyze the
internal content of the documents to recommend relevant papers [20]. This method is used by the
majority of literature reviews that compare the content of certain research papers to recommend
relevant scientific documents. A given paper of any file format (e.g., pdf and doc) is transformed
into text format having any one typographical case (e.g., lower case), and cleaned by removing
stop words. In addition, known standard abbreviations are expanded using their full text, and
term-frequency vectors using term frequency–inverse document frequency (TF–IDF) vectors are
generated. Thereafter, the TF–IDF is used to determine the similarity between documents. As
existing techniques do not use the internal logical sections of research articles, the current study
conducted experiments to evaluate this novel approach on detecting the similarity and relevance
between documents.
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3 Proposed Methodology

This section comprehensively delineates the proposed methodology of the current study; the
architecture of the proposed methodology is presented in Fig. 1. This methodology comprises
various logical steps including (a) selection of a dataset of research articles, (b) section-wise and
complete extraction of text from PDFs, (c) section-wise and complete indexing of terms using
Apache Lucene, (d) computing similarity between documents using cosine similarity based on the
terms indexed from both approaches, and (e) comparing both experimental results. Each step of
the proposed methodology is elaborated in the following sections.

3.1 Comprehensive Dataset Selection
The dataset selection for the proposed approach included the criteria of a dataset covering a

vast number of topics and being comprehensive enough to conclude the research. In addition, the
dataset should allow us to access the logical sections of the papers for section-wise term extraction
and matching. Based on these requirements, we selected the dataset of the Journal of Universal
Computer Science (J. UCS), as papers from all topics of computer science are published in J.
UCS. Moreover, it is one of the most comprehensive journals in the computer science domain,
publishing research articles of authors from various fields and backgrounds [21,22]. Therefore,
the selected dataset will play a consequential role in comprehensively investigating the proposed
research. The J. UCS dataset is presented on the top row of Fig. 1.

3.2 PDF-to-Text Conversion
The text from the PDF files available at the J. UCS server was required to utilize its content.

Thus, the PDF files were converted into XML format using a tool named PDFx with the
approach adopted in [23]. Upon selecting the dataset and acquiring the XML files of every
paper along with its logical sections, the content- and section-based approaches were performed
to obtain highly ranked papers.

3.3 Content-Based Approach
The content-based approach had been implemented because the proposed technique was

extended from it. The standard implementation of the content-based approach was performed
using the Apache Lucene API that is widely applied to identify content/word similarities [24,25],
as it extracts rare terms (based on TF–IDF), and computes the cosine similarities between
research papers. As shown on the right-hand side of Fig. 1, the following steps were performed
to implement the content-based approach.

3.3.1 Extracting Important Terms
The first step of implementing the content-based approach involves the acquisition of impor-

tant terms from a research paper, and inputting the text files to the Apache Lucene API, where
the term extractor, TF–IDF, extracts terms from the entire document using Eq. (1); this process
is repeated for all the documents in the dataset. The TF–IDF prioritizes the rare terms of
a document. For example, if term “T1” frequently occurs in document “D1,” but does not
frequently occur in other documents “D2” to “Dn,” then term “T1” is considered important for
document “D1.” Conversely, term “T” is not considered unimportant when it frequently occurs
in all documents “D1” to “Dn.”
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Figure 1: Overall process architecture for comparing the content- and section-based approaches

This measure has been extensively used by the scientific community to select important terms
from text documents [26,27]. The extracted terms are indexed and stored in the database, as shown
on the right-hand side of Fig. 1.

tfidf (t,d,D)= tf (t,d)∗ idf (t,d) (1)
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3.3.2 Ranking Papers on Content Similarity
The cosine similarity measure is widely applied to compute content similarity between research

documents [28,29]. The terms of documents “D1” and “D2,” respectively, are represented as
vectors “A” and “B” in Eq. (2).

Document similarity= cos θ = A ·B
||A|| ||B|| (2)

This similarity measure is available in Apache Lucene. The cosine similarities of each docu-
ment with all other documents of the dataset were computed. Moreover, the ranked list of other
similar research documents was retrieved based on the descending scores for each document, as
shown on the right-hand side of Fig. 2. The cosine similarity is a fundamental measure that
computes the similarity between two datasets in form of vectors. In this study, the research
documents were represented as input data vectors in form of key terms. The representative terms
of the documents were extracted using TF–IDF, which is considered as a benchmark technique
for extracting key terms from documents. Besides, there are certain other techniques for key-term
extraction, such as KEA, Yahoo Key-Term Extractor, and Alchemy API that can be used for
similar purposes. However, applying all or some of them may lead to a different research question
that involves evaluating the effect of various key-term extractors on the quality of results. Overall,
TF–IDF and cosine similarity are considered as default mechanisms for evaluating content-based
similarity. Therefore, the focus of this study was to evaluate the standard content-based and
section-wise content similarities to determine the role of sections in finding relevant papers.

Figure 2: Top-10, top-15, and top-20 results for topic-A

3.4 Section-Wise Content-Based Approach to Find Similar Documents
The same dataset was converted into logical sections to apply a section-wise content-based

approach in finding relevant documents. The steps followed in this approach included certain
additional tasks, which are shown on the left-hand side of Fig. 2 and described as follows.
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3.4.1 Extracting Sections of Research Papers
In the current study, all the text files were converted into six logical sections: “Abstract,”

“Introduction,” “Related work,” “Methodology,” “Results,” and “Conclusion.” The section head-
ings appearing in the research papers were converted into these logical sections using the approach
proposed in [14]. Although a paper consists of various logical sections, such as the “Abstract,”
“Introduction,” “Literature Review,” “Proposed Work,” “Results,” and “Conclusion,” these sections
are not explicitly mentioned in any article. Therefore, the proposed approach extracts the sections
instanced in the papers and maps them over the logical sections. This task is achieved using
the template information pertaining to the paper and terms dictionary. The template portrays
sequential information regarding the article, such as the “Introduction” is the first section of
the paper, and the “Results” section occurs before the “Conclusion” section. Similarly, the terms
dictionary refers to the various terms that are commonly used for representing a certain section,
e.g., literature review, related work, and experimental setup. The left-hand side of Fig. 2 depicts
the accuracy of the stated approach at 78%, which was improved up to nearly 100% by manually
checking the content of the logical sections from each source article. Although the accuracy of
the stated approach was low, it still performed various prerequisite tasks such as extraction of
section instances (i.e., actual section labels) from a research article and conducted its mapping
over the predefined logical sections. As the objective of this study was to evaluate the performance
of section-wise similarity results with a trivial approach, we preferred to adopt the technique
proposed by [14] for convenience.

3.4.2 Extracting Section-Wise Important Terms
The process of section-wise term extraction is similar to that discussed in Section 2.3.1.

However, the content of each section (“Abstract,” “Introduction,” etc.) of a paper was separately
marked for Apache Lucene. The proposed approach separately required the important terms
extracted by Apache Lucene from each section of each research paper. The extracted section-
wise terms were then indexed in a database for future usage, as illustrated on the left-hand side
of Fig. 1.

3.4.3 Ranking Papers Based on Section-Wise Content Comparisons
The cosine similarity was applied upon the indexed terms to compute the similarity score

between the source and target papers, where each paper was represented as a six-term vector.
The corresponding term vectors of each paper were compared, i.e., six similarity scores were
obtained for each paper based on the matching of the corresponding term vectors (“Abstract” with
“Abstract,” “Introduction” with “Introduction,” “Related work” with “Related work,” “Method-
ology” with “Methodology,” “Results” with “Results,” and “Conclusion” with “Conclusion”) of
every other paper. The final similarity score of each paper was evaluated by averaging all the
scores obtained in each ACM topic with respect to all other papers. In this way, a ranked list of
relevant papers was acquired based on the similarity score of each paper arranged in descending
order. The similarity score was computed based on the cosine similarity between the papers, as
shown on the left-hand side of Fig. 1.

4 Evaluation Setup

Based on the similarity scores computed above, two separate ranked lists were formed: one for
content-based similarity and another for section-wise content similarity of the papers. These lists
are required to be evaluated based on certain benchmarks; however, to the best of our knowledge,
there is no standard benchmark that can be employed to evaluate the results of the proposed
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study. Therefore, we constructed a benchmark to compare and evaluate both approaches, as shown
in the lower part of Fig. 1.

The development of a gold standard dataset was a crucial task, because there was no available
benchmark that could be used for evaluating the proposed approach in the domain of relevant
paper recommendations. Normally, authors logically define such standards or prefer user studies.
In this study, the documents belonging to the same ACM topic were defined as relevant docu-
ments. Besides, authors manually select suitable ACM topics to represent their research during
publishing in J. UCS. Therefore, it could be presumed that the authors chose the best topic(s)
representing their papers. Thus, we decided to consider the topic information of every research
paper available in J. UCS as the gold standard (benchmark), and both the approaches (content
and section-wise content) were evaluated against this benchmark. The evaluation process examined
the number of top recommendations extracted using both the approaches from a list of 200
documents belonging to the topic(s) of the query paper. The complete list of topics developed by
ACM—hierarchically classified as topics A to K is illustrated in Tab. 1.

Table 1: Complete list of topics in the 1998 ACM computing classification system

I II

Topic-A: General literature Topic-G: Mathematics of computing
Topic-B: Hardware Topic-H: Information systems
Topic-C: Computer systems organization Topic-I: Computing methodologies
Topic-D: Software Topic-J: Computer applications
Topic-E: Data Topic-K: Computing milieux
Topic-F: Theory of computation

Comparing the top recommendations of 200 documents with the benchmark would require
exhaustive manual effort. Therefore, five papers from each of the topics (“A” to “K”) were selected
for evaluation. Moreover, both the approaches were employed to produce results for each of the
200 documents, to comprehensively judge the working of both the approaches. The topics of each
selected paper were compared with the topics of top recommendations (top 10, top 15, and top
20) that resulted from using both the techniques. In particular, the topics of paper A (source
paper) were compared with the topics of the recommended papers and ranked in a list to find
the total number of matched topics. The number of recommended papers, having the same topics
as the source paper, was noted, and the detailed results are discussed below.

5 Topic-Wise Results of Content and Section-Based Approaches

The topic-wise results of the content and section-based approaches on Topic-A are presented
in this section; the rest of the topic results have not been discussed owing to their identical nature.

5.1 Topic-A Results
Topic-A in the ACM topic classification represents papers published under the “General

Literature” category. Among the 200 papers present in the employed dataset, 14 papers belonged
to Topic-A, whereas 186 papers were related to various other topics, and therefore, considered
as noise.
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In Fig. 2, the header row, i.e., “Topic,” “SR#,” and “PAPER ID” represent the topic, serial
number, and IDs of the source papers, respectively. The sub-columns (top 10, top 15, and
top 20) under the content-based column contain the matched frequencies reflecting the number of
times a topic of the top recommendations were identical to that of the source paper. Similarly,
the “Section-based” column contains the same sub-columns representing the number of topics
matched in the ranked papers for the section-based approach. For instance, in the top 10 rec-
ommendation for the source paper ID = 1, 9/10 papers belonging to Topic-A were extracted by
the content-based approach, whereas 10/10 papers belonging to the same topic were extracted by
the section-based approach. For better understanding through representation in Fig. 2, distinctive
colors—purple (Win), sky blue (Loss), and brown (Equal), respectively, indicate the comparative
Win, Loss, and Equal status of the approach based on the number of relevant papers recom-
mended in the top 10, top 15, and top 20 results. In the top 10 recommendations, the comparative
scores of the content-based approach was Win = 1,Loss= 3, and Equal = 1, whereas the scores
for the section-based approach was Win= 3,Loss= 1, and Equal= 1. Similarly, the section-based
approach performed better in providing the top 15 recommendations with Win= 2,Loss= 1, and
Equal= 2, in comparison to the content-based approach that had a score of Win = 1,Loss= 2,
and Equal= 2. The scores were more indicative in the top 20 recommendations, with the section-
based approach clearing Win= 3,Loss= 0, and Equal= 2 against the content-based approach at
Win= 0,Loss= 3,Equal= 2.

The comparative results for the top-10 recommendations under Topic-A are portrayed in
Fig. 3a, where the X-axis represents the source papers (1–5) for Topic-A and the Y-axis charts the
number of relevant papers. Note that the top-10 results were acquired from a list of 200 papers
related to Topic-A, where 14 papers belonged to the same topic and the remaining 186 belonged
to other topics. This indicates that the similarity scores of the papers represented on the X-axis
were computed with respect to each of the 200 papers, and the top 10 recommendations include
papers that have the highest similarity scores among the entire list.

Figure 3: Comparison of top-20 results for section- and content-based techniques with gain in the
section-based results. (a) Top-10 comparison for Topic-A. (b) Top-10 gain percentages for Topic-A
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Fig. 3b depicts the gain/loss percentage of the section-based approach over the content-
based approach, where the former delivered better results for source paper IDs = 1, 2, and 5,
and performed equally at position 3. However, the content-based approach outperformed the
section-based approach at position 4.

The section-based approach achieved gain percentages of 11%, 14%, and 33% for the paper
IDs= 1, 2, and 5, respectively; however, the loss percentage was 100% for paper ID = 4. Overall,
the gain percentage of the proposed approach remained at 12% for the 5 papers in the top-10
recommendations for Topic-A.

In Fig. 4a, the comparisons of the two approaches for providing top-15 recommendations
of Topic-A are visualized. At positions 1 and 5, the section-based approach produced better
results than the content-based approach, whereas both the approaches performed equally at
positions 3 and 4. The content-based approach performed better than the section-based approach
at position 2.

Figure 4: Comparison of top-15 results for section- and content-based techniques with gain in the
section-based results. (a) Top-15 comparison for Topic-A. (b) Top-15 gain percentages for Topic-A

Fig. 4b portrays the gain/loss percentages of the section-based approach over the content-
based approach. The section-based approach gained 7% and 10% for paper IDs = 1 and 5,
respectively, whereas it exhibited an 8% loss for paper ID = 2. However, the gain/loss percentages
between the approaches remained at 0% for paper IDs = 3 and 4. Overall, the proposed approach
delivered a gain percentage of 2% for all the 5 papers in the top-15 recommendations for Topic-A.

The top-20 recommendations of Topic-A extracted by the two approaches are compared
in Fig. 5a, which shows the section-based approach performed better than the content-based
approach at positions 1, 4, and 5 and produced an equal number of papers at positions 2 and 3.

Subsequently, the gain/loss percentages of the section-based approach are visualized in
Fig. 5b. The section-based approach gained 11%, 67%, and 7% for paper IDs = 1, 4, and 5,
respectively. However, both the approaches produced equal results (0% gain/loss) for paper IDs= 2
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and 3. Overall, the gain percentage of the proposed approach was 9% for all the 5 papers within
the top-20 recommendations for Topic-A. In summary, the average gain of the proposed approach
was 7% for all the recommendations—top 10, top 15, and top 20.

Figure 5: Comparison of top-20 results for section- and content-based techniques with gain in the
section-based results. (a) Top-15 comparison for Topic-A. (b) Top-15 gain percentages for Topic-A

Figure 6: Overall comparison of top-10 results for content- and section-based approaches

5.2 Comparative Results
This section presents the comparative results for all the 55 papers selected for the study.

Figs. 6–8 show the results of the top-10, top-15, and top-20 recommendations for each paper,
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respectively. Although the content-based approach performed better than the section-based
approach on 10 occasions for providing the top-10 recommendations, the section-based approach
outperformed the content-based approach on 31 instances. Similarly, for the top-15 recommen-
dations, the content-based approach performed better on 9 occasions and produced equal results
13 times; however, the section-based approach outperformed the content-based approach 33
out of 55 times. Furthermore, the proposed section-based approach yielded more number of
top-20 matching results on 34 instances and produced equal results 11 times—in comparison to
the content-based approach that outperformed the section-based approach only on 10 out of
55 instances.

Figure 7: Overall comparison of top-15 results for content- and section-based approaches

Figure 8: Overall comparison of top-20 results for content- and section-based approaches
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6 Discussion

In this study, we performed multiple experiments to evaluate the effectiveness of using
terms from various logical sections rather than extracting terms from a paper. Thus, a detailed
comparison between the section- and content-based approaches was presented. From the ACM
classification hierarchy, five papers were considered from each root-level topic (Topic A–K). In
addition, there was enough noise (irrelevant papers) under each topic to validate the working
efficiency of the sections- and content-based approaches. Moreover, topic-wise comparisons and
statistics of every paper from the selected list of papers were highlighted in detail. Furthermore,
the gain/loss percentages of the section-based approach for the top-10, top-15, and top-20
recommendations were evaluated.

The overall topic-wise gain percentages are shown in Fig. 9. The findings of the comprehen-
sive analysis are as follows:

(1) For all topics, except Topic-D in the top-20 recommendations, the section-based approach
outperformed the content-based approach.

(2) The highest accuracy of the proposed approach was observed for Topic-E and Topic-I,
whereas that for Topic-D remained on low.

(3) The gain percentages for the section-based approach remained consistently higher than the
content-based approach for the top-10 and top-15 results; however, the corresponding gain
percentages in the top-20 list were not as high as those in the top-10 and top-15 lists, except
for Topic-F. Nonetheless, the top-20 recommendations remained in close competition with
the top-10 and top-15 results for Topic-A, Topic-E, Topic-F, and Topic-I.

(4) The overall gain percentages of the section-based approach were 15% for top-10, 14% for
top-15, and 12% for the top-20 recommendations. The average gain percentage across all
the topics was 13.72%.

Figure 9: Overall gain percentages of section-based approach

Tab. 2 lists the results of the comparative analysis based on gain percentage of the section-
based approach over the content-based approach for obtaining the top-10, top-15, and top-20
recommendations of topics A–K under ACM classification. As can be observed, the proposed
approach yielded superior results in most of the cases, except for the top-20 results of Topic-D
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and the equal top-15 results of Topic-J. In summary, the overall gain percentage of the section-
based approach was 13.72%. Thus, the section-wise comparison of terms identified a greater
number of relevant papers than the existing methods.

Table 2: Gain percentages of the section-based approach for top-10, top-15, and top-20 results

Topic Gain percentage of section-based
approach (%)

Top 10 Top 15 Top 20 Overall

Topic-A: General literature 12 2 9 8
Topic-B: Hardware 14 26 15 18
Topic-C: Computer systems organization 3 11 3 6
Topic-D: Software 3 4 −1 2
Topic-E: Data 33 39 35 36
Topic-F: Theory of computation 11 9 19 13
Topic-G: Mathematics of computing 10 10 3 8
Topic-H: Information systems 14 26 15 18
Topic-I: Computing methodologies 31 29 29 30
Topic-J: Computer applications 16 0 3 6
Topic-K: Computing milieux 19 14 7 13

7 Conclusion

The body of scientific knowledge is rapidly expanding with more than 2 million research
papers being published annually. These papers are accessed through various search systems such as
general search engines, citation indices, and digital libraries; however, identifying pertinent research
papers from these huge repositories is a challenge. On a general query, thousands of papers are
returned from these systems, thus making it difficult for end users to find relevant documents.
This phenomenon has attracted the attention of researchers to devise state-of-the-art approaches
that could assist the scientific community in identifying relevant papers rapidly. These techniques
can be categorized into four major categories: (1) content-based, (2) citation-based, (3) metadata-
based, and (4) collaborative filtering approaches. Although the content-based approaches have a
better recall than other methods, there are limitations that result in a long list of recommendations
against user queries. Therefore, researchers have attempted to improve the quality of results by
devising more intelligent techniques [30]. In this study, we presented one such idea that may lead
the foundation of innovative research-based entrepreneurship. The section-wise content similarity
approach intelligently processes the data components of research articles to produce enhanced
results. The stated method compares the terms occurring in the corresponding logical sections of
each research paper present in the repository. For example, the terms, occurring in the “Result”
section of a research article, are compared with the terms occurring in the “Result” section
of other research articles. Thus, identifying relevant state-of-the-art approaches is important for
finding relevant articles in a short time. The findings of this research are as follows:

(1) The proposed approach outperformed the traditional content-based approach in identifying
relevant documents in all topics of computer science classified under ACM hierarchy.
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(2) The gain percentage varied from 36% for Topic-E (Data) to 2% for Topic-D (Software).
The overall gain percentage of the proposed approach was evaluated at 14% for all topics.

The contribution of our study is related to the vision of applying Scientific Big Data tech-
niques to facilitate the delivery of sophisticated next-generation library services. The retrieval of
copious relevant knowledge with the adoption of sophisticated techniques is not just a necessity,
but also a decisive action of the global scientific community toward the management of collective
wisdom, prosperity, development, and sustainability. The proposed approach poses great potential
for further exploration in future. Although certain previous studies [31,32] have highlighted the
importance of article sections, such as the “Results” and “Methodology” being more important
than the “Introduction” and “Related work,” we did not assign any weight on the research article
sections based on their importance. Thus, a weighted model may be built in future based on the
importance of various sections. Furthermore, a mechanism based on artificial intelligence may be
employed for identifying logical sections to extract relevant content.
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