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Abstract: Agriculture plays an important role in the economy of all countries.
However, plant diseases may badly affect the quality of food, production, and ulti-
mately the economy. For plant disease detection and management, agriculturalists
spend a huge amount of money. However, the manual detection method of plant
diseases is complicated and time-consuming. Consequently, automated systems
for plant disease detection using machine learning (ML) approaches are proposed.
However, most of the existing ML techniques of plants diseases recognition are
based on handcrafted features and they rarely deal with huge amount of input
data. To address the issue, this article proposes a fully automated method for plant
disease detection and recognition using deep neural networks. In the proposed
method, AlexNet and VGG19 CNNs are considered as pre-trained architectures.
It is capable to obtain the feature extraction of the given data with fine-tuning
details. After convolutional neural network feature extraction, it selects the best
subset of features through the correlation coefficient and feeds them to the number
of classifiers including K-Nearest Neighbor, Support Vector Machine, Probabilis-
tic Neural Network, Fuzzy logic, and Artificial Neural Network. The validation of
the proposed method is carried out on a self-collected dataset generated through
the augmentation step. The achieved average accuracy of our method is more than
96% and outperforms the recent techniques.

Keywords: Plants diseases; wavelet transform; fast algorithm; deep learning;
feature extraction; classification

1 Introduction

Agriculture plays a vital role in the national economy of all countries because approximately 70% of a
state economy is depending on cultivation. However, plant diseases badly affect the quality of food,
production, and ultimately the economy. Nowadays, Aloe vera is considered as the most famous plant in
the industrial and medical fields. Aloe vera leaf gives gel that is used in medicine and cosmetics at large
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scale. This usage is observed more significant for cures like weight loss, inflammation, diabetes, cancer
therapy, hepatitis, inflammatory bowel diseases, high cholesterol, asthma, osteoarthritis [1], stomach
ulcers, insect bite, cosmetics industries, medicine industries, fever, general tonic, skin problems, hair
problems, and radiation-related skin sores [2]. Aloe gel has a chemical called “acemannan,” It is used
mainly for the treatment of AIDS. Consequently, the farmers are more focused on its growth and try to
improve its production. However, most of the plant damage is arose due to severe diseases that cause the
decrease in its production. The primary Aloe diseases of leaves are rust, Aloe rot, bacterium soft, root rot,
soft rot, tip dieback, and Alternaria leaf spot. Rust is noted as a common disease in a plant. This is found
on ripe plants in terms of fungal and its symptoms are shown initially on the lower surface of leaves.
Anthracnose is diagnosed as a seed-borne disease that causes the death of early bright and regular seed.
Soft rot occurs as a fungal disease. Macrophomina phaseolina is observed as the primary cause of fungus
which can easily damage a crop in its initial stage of flowering and vegetative growth. The diseases, their
causes, symptoms, and treatments are described in Tab. 2. In this regard, early identification of diseases
helps to avoid crop losses and results in a better quality product. Thus, it is important to get its curing at
its initial stage. In the past, agriculturists used to detect diseases in plants through manual methods. In the
present era, automated methods have been performing this job [3] using machine learning models [4],
image processing [5], IoT, and advanced deep learning algorithms [6]. In this regard, Pujari et al. [7]
proposed the methodology for automatic disease recognition.

The feature extraction is known as the main step in machine learning. Many researchers are working on
this technique for classification methods of apple, cucumber, pomegranate, and banana cultivation. Although
feature extraction improves the accuracy of results in some cases, few of those features may reduce the
overall accuracy. The process of feature extraction includes local binary patterns (LBP) [8], color features
[9], complete local binary pattern (CLBP) [10], texture features [11,12], and histogram template feature
[13,14]. Exploiting these features, classifiers are appliedusing support vector machine (SVM), decision
tree (DT), and neural network (NN). This helps out to achieve the best accuracy in results [15,16].

The automatic diagnosis of plant diseases is measured as a crucial part of plant pathology. This research
work intends to create a disease detection layout that is based on the Aloe vera plant observation in the
machine learning domain. However, removing the noise from the digital images and detecting an exact
disease part is demanded. Noise is stated as an irregular pattern of diseases like rust, rot, bacterium soft,
and low contrast. This may affect the accuracy of the results. Thus to select the best classifier for feature
extraction, it is asserted to improve the accuracy of results. According to [17], in any automated detection
system, selection of best features improves the recognition accuracy. To realize the intended work, it is
presented the overall architecture of the disease classification system that follows the image processing
techniques [18,19]. These systems are typically based on three phases; image pre-processing, feature
extraction, and classification [20]. In the current era, CNNs is proved that they are the best technique for
image classification [21]. Many researchers have used this methodology for classification. In [22] CNNs
are used to distinguish between healthy and diseased leaves of cucumbers. They diagnosed the two
different diseases of cucumber using 800 images (some are captured and some are gained using data
augmentation) of cucumber leaves. Another researcher is utilized the CNNs for plant leaves classification
and used the public dataset [23]. They also enhanced the dataset by using an augmented process to
minimize the overfitting problem in the training process. The method in [24] proposed the three different
versions of the dataset: 1) red, green, blue (RGB) images, 2) grayscale images, and 3) segmented leaves.
They have used two different architectures GoogLeNet and AlexNet. For automatic recognition and
classification of diseases in apple leaves, nutritional deficiencies [25] used CNNs [26]. A few images are
shown in Fig. 1. Tab. 1 presents the chemical composition of gel.

2200 CMC, 2021, vol.66, no.2



Figure 1: Samples of Aloe vera leaves: (Left to right, top to bottom), the first row shows the healthy leaves,
the second row shows the rot leaves, and the third row shows the rust leaves, respectively

Table 1: Aloe vera gel characteristic composition [27]

Description Composition

Fat 0.01

pH2 pH2

Protein Protein

Energy Energy

Crude fiber Crude fiber

Ash Ash

Carbohydrates 0.6 Carbohydrates 0.6

Fat 0.01 Fat 0.01
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2 Proposed Methodology

To accomplish the task of plant leaf disease detection, we use the deep learning approach in the wavelet
domain. Important mathematical notions are stated in Tab. 3.

First of all the Aloe vera leaves dataset is processed, as shown in Fig. 2. For the pre-processing CNNs
model is used for the extraction of features using: AlexNet, VGG19, and handcraft. Aloe vera leaf, shape, and
size are dependent on its length, thickness, and width. Therefore, we record several values of length that are
remained in the maximum range from 60 to 100 cm. Later, we determine the dimension by using width w,
length L, and thickness T of Aloe vera leaves [28] and it is found the least count values of 1 mm using the
metallic scale.

The method in [29] is defined for equating the lateral cross-section and longitudinal of Aloe leaf. It is
measured the shape and volume from the given formula:

Table 2: Diseases of Aloe vera

Diseases Symptoms Cause Treatment Comment

Aloe rust Yellow spots
Brown spots turning into
orange
Leaves falling

Fungus Itself-maintenance Humidity and
temperature

Bacterium soft
rot

Dark green leaves
Leaves bulging

Bacterium Stop over-watering Hot and wet season

Basal stem rot Reddish-brown into black
rotting

Fungi Cutting the
damaged part

Cold and damp
conditions

Anthracnose
disease

Water-soaked change into a
circular spot

Fungus Fungicides
meditation

Warm and wet season

Table 3: Mathematical notions with description

Notation Description Notation Description Notation Description

w Width of leaf d Dimension of image L Input image layer

L Length of leaf < Moisture ratio p1 First processing layer

T Thickness of leaf mo Initial stage moisture Z Cost function

v Volume of leaf de Effective diffusivity x Input

d Diameter of leave c Moisture capacity y output

D Diameter of leaf RS Root mean square s Rectification layer
~D Area of convex part Se Sum square error F tensor

x r; cð Þ Color (row, column) N Observation number dx Translation vector

L Maximum frequencies M Minimum frequencies Gr Gaussian kernel

2202 CMC, 2021, vol.66, no.2



v ¼ L

12
� p� w� T ; (1)

Furthermore, the diameter # of the Aloe leaf using,

# ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
4� D

p

r
; (2)

where D represents the area of the leaf. A convex-shaped image has a binary pattern that identifies the convex
polygon of the image pixels. This is used for finding the convex solidity of the image. It can be demonstrated
as follows:

solidity ¼
~D

D
; (3)

Here ~D show the area of convex part of the leaf. As we know, any convex binary pattern having
eccentricity represents the conic section, so we calculate the eccentricity for the convex part of a leaf, and
the color of any leaf can be determined using the mean and standard deviation. It can be calculated as

l :¼
X x r; cð Þ

d
; where; r; c ¼ 0 to d; d ¼ 1; 2; 3; . . . (4)

r :¼
X ðx r; cÞ � l2ð Þ

d
; where r; c ¼ 0 to d; d ¼ 1; 2; 3; . . . (5)

where x(r, c) is color values on row and column and d tells the dimension of an image. Using the moisture
ratio <, the moisture part of a leaf is described. Different model like the page and Henderson-pabis model,
newton model, exponential, and logarithmic are used for briefing the leaf slices, and curve equation of drying
leaf. Moisture ratio < is defined as:

< ¼ m� me

mo � me
; (6)

where, me shows the stable moisture, mo represents the moisture at the initial stage, and m moisture ratio at
time t. Mathematical modeling of drying leaf can be explained in Tab. 4 a, b, c, where n and q are termed as

Figure 2: The proposed deep learning-based architecture for the classification of Aloe vera and Apple
diseases
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constant. Using the Ficks second law for drying behavior of leaf moisture in terms of an equation, it can be
written as follows:

< ¼ 8

p

X1
n¼1

1

2nþ 1ð Þ2 exp
� 2nþ 1ð Þ2p2 deð Þ

4T 2

" #
; (7)

In the above equation, de is described effectivly for diffusivity (m2/s) and T2 half-thickness of the leaf.
Ficks second law creates the relation between < as a dependent variable and relates the moisture gradient
with original time. Eq. (3) by [30] can be written in a semi-logarithmic form as:

lnR ¼ cþ at: (8)

Here c is shown the carrying capacity of moist and a is demonstrated an arbitrary constant that varies
with respect to t time.

2.1 Statistical Analysis

The best quality of the curves of the drying leaf model is calculated using the root mean square (Rs), sum
square error (Se), and chi-square (χ); these are defined as:

Rs ¼ 1

n

Xk
j¼1

<e �<cð Þ
" #

; (9)

Se ¼ 1

n

Xk
j¼1

<e �<cð Þ2
" #

; (10)

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk

j¼1 <e �<cð Þ2
N � a

s
; (11)

where, Rs is used to find the difference among the observed values and predicted values rate: <e and <c. Se is
used to calculate the discrepancy among the estimation model and data, and N is observation number and a
is any arbitrary number constant. <e and <c show the observed value and estimated value respectively,
<e �<cð Þ2 can be used to calculate the variation in the cluster.

Table 4: Mathematical modeling of drying leaves

Model name Model equation

Page < = exp−qtn

Henderson and Pabis < = b × exp−qt

Newton < = exp−qt

Logarithmic < = b exp−qt +c

Midilli and Kucuk < = b exp−qtn +at

Two-term exponential < = b exp−qt +(1 − b) exp−qbt

Diffusion approach < = b exp−qt +(1 − b) exp−qat
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2.2 Convolutional Neural Networks (CNNs)

CNN’s are used to achieve remarkable output in image classification, recognition, object detection, and
face identification, etc. It takes an input image, process, and classifies it. Input images are an array of pixels;
an image has a 6 × 6 × 3 array of RGB matrix and 4 × 4 × 3 array matrix for grayscale. Input images are also
based on image resolution. It deals with 3D tensor image and mathematically, the layer is defined as:

Lx−1 ! px−1 ! Lx ! px ! z (12)

This equation shows that how CNNs run a layer by layer forward method. Here L is the input image
layer, and p1 shows the first processing layer weight parameter as all the layers process until all layers
finish. Lx is the output layer, and it is estimated using CNN’s posterior probability. Z is obtained as the
cost function, and it is used for finding the discrepancy between the prediction Lx and target t. A simple
cost function is given by:

Z ¼ kt � Lxk2; (13)

CNN’s work nicely on multilayers. 1st layer is provided the convolution layer. This layer is used for
feature extraction from input images. This layer is composed of 4D tensor using CNNs. So, we can
visualize the convolution process of any image by the following equation:

EU ;K ¼
Xr
i¼0

Xc
j¼0

Bi;j � xlUþ1; Kþ1;e; (14)

where r and c is a row and column kernel width respectively, E convolution output, x is input, and B
convolution kernel. The second layer of this model is known as rectified linear unit (Relu). It is observed
as a kind of activation function. it is used for solving the non-linear functions like sigmoid and tan
functions and vanished the gradient descent. It arises when the higher layer is situated between the 1 and
−1, while lower layers have a gradient approximately near to 0. This layer utilizes the simple function
f (x) = max (0, xt ) and gives the value of all the input. Relu layer does not change the size of input
images, f (x) = max(0, x) is not differentiable at x = 0, hence given below equation has a litter problem in
theory but in practice, it works well and safe to use.

dyn
dxtn

¼ ½xtn > 0�; (15)

Here [x], indicates that x = 1 is true otherwise, 0. The next layer of this model is denoted the pooling
layer. Suppose, xl 2 Rr�c�E is an input pooling layer. Here l is observed as an input to the lth outer
layer, r is the row, c is column and E is slices of matric. It is used for reducing the size and increase the
computational speed. Pooling operation is needed no parameter but a spatial extent of pooling (r × c) is
designed especially for CNNs modeling. It is observed as a matrix of input images of the given layers.
Between each layer of pooling, various layers are added to solve the problem of overfitting. Finally, after
the pooling of layer data, it goes to a fully connected multilayer perceptron, which includes 50 nodes of
the hidden layer and two nodes of Softmax output. The final result of this layer is determined as the
Softmax output layer. For keeping the model updated, weights are used as the gradient descent and
conventional backpropagation (BP). For reducing the overfitting problem, we set the learning rate of
about 0.001 to 0.02 in the training process, the purpose of the convolution layer is recognized as the local
conjunction from proceeding layers, and they map to verify the required features. Let us suppose the
local receptive and perceptron compressed in feature map with the size n2 � nm. Furthermore, every filter
is applied to its position according to its volume and here n1 is a filter in each layer. Every filter
recognizes the feature of input images at every location. The output result yli of the layer, s contains the
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features ns with the size ns2 � ns3. The jth feature map is represented by ysi and mathematically
expressible as:

ysi ¼ Bs
i

1

rc

XK
0�i, r;0�j, c

xlK�rþi;U�cþ;e (16)

Here Bs
i shows the bias matrices, filter f sj;i and s is a layer of i feature. CNN’s non-linearity layer contains

an activation function that generates an activation map as an output. As we know, the activation function is
noted as pointwise, and the volume of input and output of the dimension is derived indistinguishable. Let any
non-linearity layer s, takes ys�1

i as a features layer to the convolution layer that able to produce the activation
function ysi as follows:

ysi ¼ f ys�1
i

� �
: (17)

ysi 2 Rus1 � Rus2 � Rus3 (18)

ys�1
i 2 Rus�1

1 � Rus�1
2 � Rus�1

3 ; (19)

us1 :¼ us�1
1 ; us2 :¼ us�1

2 ; and us3 :¼ us�1
3 (20)

where us�1
2 � us�1

3 is provided the size of each filter in the convolution layer. A rectification layer works as a
point-wise absolute value operation. Let us take s as a rectification layer and ys�1

j nonlinear layer produce
activation volume of rectified ysi the properties of point-wise function do not change the input volume
size correspondingly as a non-linear layer:

ys�1
1 ¼ f ys�1

j

� ���� ��� ; (21)

This function performs an important role in CNNs by abolishing the effects in succeeding layers. The
next layer is rectified as a linear unit. It is designed for a combination of two layers: One is supposed as
nonlinear and the other is supposed as the rectification layer. ReLU is noted as a point-wise function with
thresholding at zero values:

ysj ¼ maxf 0; ys�1
j

� �
; (22)

ReLU is used for reducing the gradient descent space and likelihood problems. It is used for solving all
the elimination diffculties and gives the result as sparsity activation. Sparsity is utilized for removing the
noise. The next step is composed of the pooling layer. It is used for minimizing the computational cost
and over the lifting of likelihood. Filter and strides are developed as two parameters of pooling layers.
Their size of input volume is observed as us�1

1 � us�1
2 � us�1

3 and it gives us output us1 � us2 � us3. By
taking the s = 10 strides and the filter Fs ¼ 10. The output of the image volume is defined:

us1 :¼ us�1
1 ; (23)

us2 :¼
us�1
2 � Fs

� �
Ss

þ 1; (24)

us3 :¼
us�1
3 � Fs

� �
Ss

þ 1; (25)

The pooling layer is used in feature detection, image identification, and used as translational invariance.
The last layer is a fully connected layer that is defined as a multilayer structure. The aim of FCL is based to
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connect the activation volume us�1
1 � us�1

2 � us�1
3 from different layers in the probability distribution. ui�1

1 is
defined as the output layer, where i is multilayer. We call it as activation value with input and conclusion of
the connected layer as follows:

ysj ¼ f Zs
i

� �
with Zs

i ¼
Xms�1

i

j¼1

psi;jy
s�1
i;j (26)

ysj ¼ f Zs
i

� �
with Zs

i ¼
Xms�1

i

j¼1

psi;r;s;jy
s�1
i;j (27)

2.3 Feature Extraction by Using Tensor

Tensor is a higher-order dimension matrix. Recently, it is used in deep learning for scheming the
algorithms, features extraction of images, texture alignment, removing noise and deformation of robust,
and improving the quality of images. We can define the tensor by F. Tensor defines the local orientation
instead of tensor direction and equalize the clockwise rotation. Consequently, tensors are defined to
describe color feature detection. Let us take an image g, then tensor defined as:

F ¼ g2i

� �
gj; gi
� � gi; gj

� �
g2j

� �" #
; (28)

Here �:ð Þ shows the Gaussian filter in convolution and i, j show the spatial derivative of more than one
image. We can write matric such as:

F ¼ gi; gið Þ
gj; gi
� � gi; gj

� �
gj; gj
� �� 	

; (29)

In this case, if we take g = (R, G, B), and the above equation, as a color tensor, we may assign the wi and
wj as the weight functions to each measurement in g2i and g2j :

F ¼

w2
i gi; gi
w2
i

 !

gj; gi
wn
i w

n
j

 !
gi; gj
� �
wn
i w

n
j

w2
j gj; gj
w2
j

 !
2
66664

3
77775; (30)

For decreasing the computational work on Matlab, we use eigenvalue analysis. Let us take an image I as
pre-convolute with a Gaussian filter to improve the de-noising. Suppose for understanding, we take I = ψ and
f(t) = e−t/2. If I is convolute, Gaussian filter G is defined as:

G xð Þ ¼ 1

2pð Þd2
exp �k x k22

2

� 	
: (31)

For tensor, we use tensor flow basically; it is derived as a layout that describes the tensor computation
program. Tensor flow is computed a numerical library. It shows the n-dimensional array of a base data type. It
is developed by the Google team with the combination of neural network and machine learning researchers.
Tensor flow is familiarized as an open library. It is provided a cross-platform which can efficiently run on a
graphics processing unit (GPUs) and tensor processing units (TPUs), which are specially designed for
mathematics work.
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2.4 Network Architecture

In machine learning, domain feature extraction is a necessary part of object recognition. The pre-trained
model AlexNet and VGG19 are based on parallel methods that are used for the deep feature. Details are
discussed in the following subsections.

2.4.1 VGG19
VGG 19 consists of 19 layers with kernel size 3 × 3 matrices [31]. The input image size is 224 × 224.

FC7 feature layer gives the best result as compared to other layers. Nineteen layers of VGG are used to
recognize the intricate arrays within the image dataset. Max pooling is used to reduce the volume of
images where a fully connected layer has 4,096 nodes that follow the Softmax classifier. It contains
140 million weight parameters. VGG19 gives the best result, but AlexNet provides the best accuracy in
the result. The main architecture of VGG19 is shown in Fig. 3.

2.4.2 AlexNet
AlexNet is used as a simple CNNs structure which can be easily optimized and trained [32]. Alex

Krizhevsky is designed in 2012. It consists of a total of 8 layers, the initial five layers are convolutional,
and the remaining layers are fully connected. The input image size is composed on 227 × 227 × 3, and
the first convolution layer has 11 × 11 filters that is applied at 4 strides and its output volume is observed
about 55 × 55 × 96. The second pool1 layer consists of 3 × 3 filters, and its output volume is noted as
27 × 27 × 96. Among the last three layers, fully connected layer six (FC6) and fully connected layer
seven (FC7) contains 4096 neurons and FC8 contains 1000 neurons. The original architecture of Alexnet
is shown in Fig. 4.

Figure 3: Original architecture of VGG19 deep neural network (DNN)

Figure 4: Original architecture of Alexnet DCNN
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2.5 Feature Extraction, Fusion and Selection

Different techniques are used for feature extraction; the accuracy of any object depends on the features.
Any image has features like color, shape, geometry and texture. Color is observed as the most important
feature that is used for image judgment. RGB is a known model for the pretentious purpose to an
image angle and light, so we must change RGB into hue, saturation, intensity (HIS) color space by using
the function:

Huh ¼ h if b, g
2p� h if b. g



: (32)

Here b and g are normalized value with the range [0, 1]. Where

h ¼ arc:cos

1

2 s� tð Þ
s� tð Þ2 þ s� tð Þ t � uð Þ

h i1=2
8>><
>>:

9>>=
>>;, = ¼ 1� 3

sþ t þ u
mins s; t; uð Þ½ �, and I ¼ 1

3
sþ t þ u½ �.

Here, = represents the saturation value and I is based on the intensity value of an image. Visual patterns
define the texture of any image, visual recognition can be done by a 2-D deviation of grayscale.

’n;m ¼ nj j �1=2ð Þ’ y� m

n

� �
: (33)

w’ ¼ 1ffiffiffi
n

p
Z 1

�1
f tð Þdt: (34)

Here φ(y) is defined for mother and φ(n,m) is defined for daughter wavelet.

2.6 Wavelet Sub-Band Replacement

During the salient enhancement process, there may occur a loss of vital information related to the noise
of input image N, which can be improved from N by a sub-band process. This is a replacement process that
depends on the replacement of sub-band information for L (L contains the enhancement information with
maximum frequencies) or M (M contains the enhancement information with minimum frequencies) in the
wavelet domain. Indeed, wavelet coefficient manipulation develops the wavelets' design noise and ringing
objects. M tends to keep minimum frequency information, until its maximum frequency of substances
may be ruined throughout the Non-Local Mean (NLM) filter. Consequently, during the wavelet
decomposition of maximum frequency enhances image M, maximum sub-bands frequencies are replaced
by the noisy image N. Accurately, w(M) extracts the four sub-band of the dataset at the z� 1 resolution
level given by M ll

z�1, M lk
z�1, M kl

z�1, and M kk
z�1. Last three sub-band dataset contains the maximum

frequency and is exchanged by Nll
z�1, Nlk

z�1, and Nkl
z�1. Afterward, take the inverse transformation of

wavelet W�1, first stage yields ~M image. Correspondingly, L tends to keep maximum frequency
information; however, its minimum frequency substance may be ruined. During the wavelet

decomposition of L, the minimum frequency sub-band is exchanged by the N. Here just Lllz�1 is

interchanged by Nll
z�1: The processed image W L½ � yields in the wavelet domain with Nll

z�1, L
lk
z�1, L

kl
z�1,

and Lkkz�1 sub-bands. Afterward, the yields of inverses wavelets change the image into a new stage as ~L.

In the initial stage ~L and ~M have to combine with the N. The noisy image N balances the significant
information that could have been acquired out-of-area at a few points of the alternative process.

2.7 Removing the Noise Using Non-Local Image Filter

In image processing, Transmission electron cryomicroscopy (CryoTEM) is used to conglomerate more
than thousands of two-dimensional images into a three-dimension modernization of the particle and basic use
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is removing noise (noise filtering) from signals, colored and grey 3-D images, it is a suitable filter for every
type of image data. Noisy part of any image produces an affnity matrix. Non-Local-filter is used to remove
noise by using the weight parameter for pixel values. Let suppose N be the noisy image andΩ be the discrete
regular grid, d be the dimension and |Ω| is the cardinality of any image. Let the value of any re-stored image
one, and s ∈ Ω is used to define the convex function combination:

f 0 ið Þ ¼ 1

l ið Þ
X
k2N ið Þ

q i; jð Þv tð Þ
2
4

3
5 (35)

where q is the non-negative parameter, noisy image normalization constant ı(i) for any i, we have N(i) and
ıðiÞ ¼ P

k2N ið Þ
q corresponding to the neighbor set. A parameter is used for measuring the similarity among the

two square matrices (center patches); the parameter can be defined as:

q i; jð Þ ¼ bh
X
d2D

Gr dð Þ v sþ dð Þ � v k þ dð Þf g2
" #

: (36)

In the above equation, Gaussian kernel Gσ of variance σ, bh : R+ → R+ shows a non-increasing
continuous function by bh(0) ≡ 1 where limx → ∞, bh(x) ≡ 0 , and δ shows the neighboring side of the
discrete patch and h be the parameter which is used for the controlling amount of the filtering. Example
of function bh are bh xð Þ ¼ 1=1þ x2=h2ð Þ and bh xð Þ ¼ exp �x2=h2ð Þ. NL-filter reinstates the image by
applying the parameter weight of pixel digit values taking into account the intensity and spatial similarity.
Outside pixel value does not take part in the value of f´(i). By following [33], proposed the function L(|Ω|
kn pn) used for time complexity. As implemented in [34], n is the dimension of space and |ω| is the pixel
value. We use the fast algorithm for filtering.

2.8 Using Fast Algorithm

The above Eq. (36) compute the parameter q(i, j), it is a very time taking process when generating the
restore data on image v. However, for one dimension to high n diminution input images, we utilized our
algorithm for judgment of its accuracy. For the sake of understanding, we take ω = [0, y − 1], it shows
the numbers of pixels in any image. Given dx is a translation vector and suppose an image I(dx)(n), we
can define it:

Id
x
nð Þ ¼

Xn
k¼0

u kð Þ � u k þ dxð Þ2
h i

; n 2 �: (37)

where I(dx) correlate to the image (u) and translation of image dx of different square discrete integration.
When we utilized the Eq. (37), sometimes it needs to reach the outside pixel of the image. In this
execution, we spread the boundary of an image in a periodic and symmetric symmetry manner to reduce
memory exploitation. Our approach is to deal with two-parameters pixel value s and t. It is worth
mentioning that in one dimension, images Δ = [−n, n] represent the patches. On the opposite side, we
change the Gaussian kernel with a constant value without perceptible variance. This is the main value
that permits us to analyze the parameter for pixel’s couple in a unique period. Usually, a higher
dimension has correlated integration with the orthogonal axis of images in the Eq. (37). We can easily see
that our methodology yields a parameter calculating prescription, demanding O(2d) function for images
(here d is d-dimension). The O(2d) function is independent of the patch size of the image and O(nd)
function is required for each patch. Finally, the features are passed in a multi-class SVM classifier for the
classification of Aloe leaf diseases. Different classification techniques are used for getting the best results
like a liner, cubic, quadratic, and multiclass support vector machine (MSVM), Fine K-Nearest Neighbor
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(FKNN), and tree, etc. In MSVM, the given information is mapped into a nonlinear format to divide the
significant information into high dimensional data for attaining the quality performance of the
classification process. The support vector machine algorithm increases the margin among the classes in
linearly separable cases [35]. Nevertheless, in the case where examples are not linearly separable, the
kernel trick is used to transform examples to another space where they will be linearly separable. MSVM
recommended results are differentiating with different classification methodologies such as linear SVM,
K-Nearest Neighbor (KNN), and decision tree (DT).

3 Results and Discussion

This proposed method is validated on more than 7000 images of Aloe vera leaves and apple leaves. It
contains three classes of Aloe and four classes of Apple leaves. Every class contains more than 1000 images.
Aloe images dataset collected by Nikon D810 with the 36 megapixels, 7360 × 4921 max resolution, no
optical low pass filter, and 12 bit new raw and 14-bit raw format option; whereas some images are taken
by a smartphone. We also used the data augmentation technique for enhancing the images. Some
collected images were normal and some had the disease. Aloe dataset consisted of three classes healthy,
Aloe rust, and Aloe rot. For classification, we selected four data types apple healthy, apple black rot,
Apple scab, apple rust. Healthy and diseased leaves are used for classification. We also took an apple
dataset from the plant village, which has five classes. In experimental results, we used different classifier
i.e., Fine Tree (FT), DT, Fine KNN (F-KNN), Linear SVM (L-SVM), Cubic-SVM (C-SVM), Multi SVM
(M-SVM), Quadratic SVM (Q-SVM), ensemble boosted tree (EBT) and weighted KNN (W-KNN).
Among all, MSVM gave accurate results. Apple dataset results are compared with the existing results.
Experimental results are varying as if we use different features such as we chose VGG19 and AlexNet for
deep architecture, dataset color, morphology, texture, RBG and grayscale parameters, selection of
training-testing value, handcraft features. Results are computed using the ratio of 70, 30 along with
10 cross-validation. Five different metrics are computed from every experiment including FPR (False
Positive Rate), specificity, sensitivity, precision, and accuracy. The MATLAB 2019b was used for
experimental work. SVM gave the best results followed by the discrete wavelet transformation.

3.1 Results

The proposed work is divided into two steps. The first step is disease detection from the input, which
further split into stretching and extraction of diseases. We used the modified wavelet transformation and
non-local filter to denoise the images and also adopted the data augmentation technique for enhancing the
images. The second step is based on the classification of leave diseases of Aloe and Apple. By using the
deep features, classification of healthy and unhealthy leaf images is performed and we got the best results
by choosing the max pooling. For individual image classification, we used the VGG19, AlexNet, fusion,
and handcraft features. In texture features, discrete wavelet transform (DWT) produced an excellent
performance and the best accuracy. We also compared the apple result reported in [16], the computed
results are better than [16] with 98.3% from VGG19 and 99.1% from AlexNet feature. Individual and
overall results are presented in Tab. 5. In Aloe disease classification, we also classified the healthy and
unhealthy samples, we obtained 95.2% from VGG19 and 96.6(%) from AlexNet. The final results of
Aloe and apple are presented in Tabs. 5 and 6 respectively. Final results are obtained after 30 runs of
every experiment. In the experimental work, all the best-optimized results obtained from several metrics
(i.e., accuracy, sensitivity (Sen), precision (Prec), specificity (Spec), and false-positive rate (FPR)).
Comparison of the proposed method with existing techniques also given in Tabs. 7 and 8, which show
the effectiveness of the proposed method. Moreover, the features of the convolution layers are visualized
and illustrated in Fig. 5.
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Table 5: Proposed Aloe vera disease classification results

Method Modified
AlexNet features

Modified
VGG features

Sen. (%) Spec. (%) Prec. (%) FPR Accuracy (%)

DT ✓ 78.6 78.3 78.6 0.10 78.9

✓ 79.6 79.5 79.6 0.10 79.4

L-SVM ✓ 92.3 92.4 92.0 0.04 92.0

✓ 91.0 91.0 91.3 0.04 91.1

Q-SVM ✓ 95.3 95.2 95.3 0.02 95.3

✓ 95.0 94.8 95.0 0.02 94.8

C-SVM ✓ 95.5 95.6 95.3 0.02 95.7

✓ 95.0 94.5 94.6 0.02 94.8

F-KNN ✓ 94.6 94.2 94.6 0.03 94.3

✓ 92.3 92.1 92.3 0.04 92.2

W-KNN ✓ 91.3 90.4 91.6 0.04 91.5

✓ 89.6 88.8 90.0 0.05 89.9

EBT ✓ 90.3 90.4 90.3 0.04 90.4

✓ 90.0 89.5 89.6 0.05 89.9

M-SVM ✓ 96.6 96.7 96.3 0.01 96.6

✓ 95.3 95.2 95.3 0.02 95.2

Table 6: Proposed apple disease classification results

Method Modified
AlexNet features

Modified
VGG features

Sen. (%) Spec. (%) Prec. (%) FPR Accuracy (%)

DT ✓ 80.0 80.0 80.0 0.07 80.0

✓ 80.7 80.7 80.5 0.06 80.5

L-SVM ✓ 98.0 97.9 98.0 0.09 98.0

✓ 97.5 97.5 97.5 0.00 97.6

Q-SVM ✓ 98.7 98.7 98.7 0.00 99.1

✓ 98.0 98.0 98.0 0.00 98.1

C-SVM ✓ 98.7 98.6 98.7 0.00 99.0

✓ 98.2 98.2 98.2 0.01 98.3

F-KNN ✓ 96.0 96.1 96.0 0.01 95.9

✓ 80.7 80.7 80.5 0.06 80.5

W-KNN ✓ 96.5 96.6 96.2 0.01 96.4

✓ 94.7 94.7 95.0 0.01 95.0

EBT ✓ 94.7 94.6 94.7 0.01 94.7

✓ 93.5 93.4 93.5 0.02 93.6

M-SVM ✓ 98.7 98.7 98.7 0.00 99.1

✓ 98.5 98.5 98.7 0.00 98.7
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4 Conclusion

In this paper, a method for disease detection and classification of healthy and unhealthy leaves using the
machine learning technique is proposed. Two healthy and six unhealthy classes of diseases were classified
including Aloe healthy and Apple healthy, Aloe rust, Aloe rot and Apple black rot, Apple rust, Apple rot, and
Apple scab. The main focus of this research work was the classification and deep feature selection. The
followed process consists of the feature extraction method, removal of the noise from the captured
images, and used the data augmentation technique for enhancing the images. Removing the noise is a
critical problem in any dataset; we used a non-local image filter technique to solve this problem. For

Table 7: Correlate by existing methodology

Plant Disease Reference Accuracy (%)

Apple Apple scab [16] 96.9

Apple scab [36] 93.7

Apple scab [25] 96.6

Apple scab [37] 96.6

Apple scab Proposed 98.9

Table 8: Proposed accuracy results

Plant Disease Accuracy (%)

Apple Apple rust 99.9

Apple scab 98.9

Aleo vera Aloe rust 99.2

Aloe root 98.5

Figure 5: Features visualization after applying the activation function
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classification with SVM, a non-local fast algorithm is used and found a maximum accuracy of 96.9%. The
achievement in the computed results shows that the proposed methodology outperforms many existing
techniques in terms of accuracy and classification. However, this research work is not without limitations
which includes; i) selection of features for classification consumes more time for training; in case of the
high dimensionality features, achieved good accuracy at the cost of consuming high memory and time; ii)
the choice of a classifier, as the accuracy is dependent on the choice of classifier and we can not guess
about the exact classifier beforehand. In the future, we intend to cover all the diseases of Aloe plant and
other fruits. We further plan to modify our method for better results and low computational complexity
for different diseases.
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