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Abstract: Infections or virus-based diseases are a significant threat to human
societies and could affect the whole world within a very short time-span. Corona
Virus Disease-2019 (COVID-19), also known as novel coronavirus or SARS-
CoV-2 (Severe Acute Respiratory Syndrome-Coronavirus-2), is a respiratory
based touch contiguous disease. The catastrophic situation resulting from the
COVID-19 pandemic posed a serious threat to societies globally. The whole
world is making tremendous efforts to combat this life-threatening disease. For
taking remedial action and planning preventive measures on time, there is an
urgent need for efficient prediction models to confront the COVID-19 outbreak.
A deep learning-based ARIMA-LSTM hybrid model is proposed in this article
for predicting the COVID-19 outbreak by utilizing real-time information from
the WHO’s daily bulletin report as well as provides information regarding clinical
trials across the world. To evaluate the suitability and performance of our pro-
posed model compared to other well-established prediction models, an experi-
mental study has been performed. To estimate the prediction results, the three
performance measures, i.e., Root Mean Square Error (RMSE), Coefficient of
determination (R2 Score), and Mean Absolute Percentage Error (MAPE) have
been employed. The prediction results of fifty countries substantiated the fact that
the proposed ARIMA-LSTM hybrid model performs very well as compared to
other models. The proposed model archives the lowest RMSE, lowest MAPE,
and highest R2 Score throughout the testing, under varied selection criteria (coun-
try-wise). This article aims to contribute a deep learning-based solution for the well-
being of livings and to provide the current status of clinical trials across the globe.
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1 Introduction

The last couple of decades have experienced several pandemic situations. The Severe Acute Respiratory
Syndrome (SARS) came into the picture in 2002. Afterward, in 2009, the world was combating with SWINE
FLU. In 2013, the EBOLA virus, the Marsh virus in 2014, and currently in 2019, the entire world is
struggling against the Corona Virus Disease-2019 (COVID-19) [1–5]. These pandemic encounters have a
very severe impact on both the social as well as economic aspects of the countries. The COVID-19
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infection first emerged from China in December 2019. As quoted by the Chinese government in their report
that it was initially observed in the fish market of Wuhan city and documented as a new virus. It was initially
named as the Wuhan virus. But after several laboratory studies, it has been renamed as COVID-19 or novel
coronavirus [6,7].

Previous studies have established the fish market in Wuhan city as the origin of this virus, and it was also
proposed that this virus was transmitted to humans by bats. Wuhan city witnessed the preliminary growth in
the number of infected people, and within less time, it had taken the whole world into its trellis [8–10]. Such a
dreaded situation compelled the World Health Organization (WHO) to declare it a pandemic disease in the
first week of March 2020. Across the globe, 213 countries are affected by this pandemic, thereby making the
current situation very perilous [11,12]. Initially, it was claimed to be an air-borne disease; however, a
thorough investigation in the various laboratories throughout the world declared it as a touched
contagious disease. The life cycle of COVID-19 may differ with variation in surfaces and environmental
conditions. It can last from days to hours in different atmospheres or on different surfaces. Due to
touched contagious disease, the exposure of this disease is more and can easily transmit from human to
human and human to surface.

The emblematic worldwide situation, owing to the COVID-19 outbreak, has been illustrated in Fig. 1
with the bar graph. On the y-axis, the number of infected people, whereas, on the x-axis, the total number
of infected cases, the total number of recovered cases, the total number of active cases, and the total
number of deaths has been demonstrated [13].

Deep learning models offer ample of promises in the forecasting of time-series datasets. It is also capable
of handling modeling problems, including temporal dependence and structures of the model [14,15].
Moreover, it plays a vital role in Exploratory Data Analysis (EDA). Both linear and nonlinear
relationships are often included in various time-series models. The Autoregressive Integrated Moving
Average (ARIMA) model is very competent in modeling the linear relationships in time series paradigms.
But it is not applicable to the modeling of nonlinear relationships [16]. On the other hand, the Long
Short-term Memory (LSTM) model is appropriate for modeling both nonlinear and linear relationships
but may not offer the same result for all the datasets [17,18]. In order to overcome these limitations and
achieve the best prediction results, the hybrid model concept has been introduced based on the
differential modeling concept of nonlinear and linear components. Time to time, various hybrid time
series prediction models have been introduced, and they have also achieved great success. It has been
observed that better estimation can be obtained by applying multiple or hybrid learning algorithms than
creative learning algorithms [19–21].

In a problematic epidemic situation, any small verdict may contribute a great help. As far as the
algorithmic approach is concerned, the deep learning-based analysis for the COVID-19 outbreak is a
complex but novel task. The model results can guide us to estimate the epidemic exposure and,
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Figure 1: COVID-19 situation worldwide

1898 CMC, 2021, vol.66, no.2



accordingly, take preventive measures. The present article proposed a hybrid deep learning model for
COVID-19 prediction. This hybrid model has been compared with the other models to assess its
correctness and suitability. Apart from this, the current global status of clinical trials has been discussed.

The essential objectives of this study are:

To develop the deep learning-based ARIMA-LSTM hybrid model for predicting the COVID-
19 outbreak with real-time information from the WHO’s daily bulletin report.

To contribute a deep learning-based solution for the well-being of livings and to provide the current
status of clinical trials across the globe.

The structure of this research article is as follows. In Section 2, the recent works and findings related to
COVID-19 have been summarized. The Dataset description, along with the used methodologies and statistical
parameters, has been described in Section 3. Section 4 deals with the statistical parameters based on
experimental results. Section 5 comprises the prediction results along with the current status of clinical trials
across the globe. The concluding remarks with the possible future scopes have been discussed in Section 6.

2 Related Work

Information Technology (IT) faced massive advancement in the last couple of decades. It plays a vital role
in providing solutions for the healthcare domain, such as disease detection and prevention. The digital market,
too witnessed immense growth for the last few years. In other words, enormous growth is noted in the field of
digital technologies. At present, the pandemic situation caused by COVID-19 also necessitated technical
assistance in the handling of such a complicated circumstance [22]. Ting et al. [23] detailed the latest digital
technologies based on potential applications, implemented to provide a solution for COVID-19 detection,
monitoring, and prevention. The authors had explained digital technologies such as Big-data analytics, the
Internet of Things (IoT), Blockchain, Artificial Intelligence (AI), and Deep Learning. Moreover, the authors
identified the impact of the COVID-19 epidemic on the healthcare domain. The ARIMA model for the
prediction of COVID-19 spread was proposed by Benvenuto et al. [24]. This article emphasized the
prevalence-based forecasting of the COVID-19 outbreak for the next two days. With the help of ARIMA
and correlogram graphs, this paper also highlighted the prevalence and incidence-based forecasted results.

Deb et al. [25] put forward a time-series model for predicting the incidence pattern and estimating the
reproduction rate of the COVID-19 outbreak. The trends of the epidemic in various countries were
determined by suitable statistical methods in this article. It also highlights the current situation of the
epidemiological stages in different regions. As per the present scenario, early detection of the spread
patterns is essential as it helps in the planning and controlling of the outbreak by taking efficient
preventive measures. A scientific model proposed by Kucharski et al. [26] deals with the critical analysis
of SARS-CoV-2 transmission on different datasets to comprehend the COVID-19 outbreak outside and
inside Wuhan city. With the aid of this model, the authors could explore the possible towns (outside the
Wuhan city) where the infection was likely to propagate.

The EDA based COVID-19 outbreak analysis has been utilized in several studies. The EDA is executed on
the various available datasets of COVID-19. These recent studies are focused on confirm, recover, and death
cases across the world to elucidate the outbreak pattern and devise the preventive police accordingly [27]. Lauer
et al. [28] conducted a critical study on the incubation period of COVID-19. In this crucial study, they had
examined 181 confirm cases to identify the ideal incubation period. This critical study revealed that the
incubation period is dynamic and can be between the 5 to 14 days timestamp. Finding from this study
helped the government to plan better control activities and surveillance facilities. Short term predictions for
twenty-five COVID-2019 infected countries had been documented by Singer [29]. This research work had
quoted that the country-specific or location-specific rate of COVID-19 outbreak depends on the steady or

CMC, 2021, vol.66, no.2 1899



explosive power-method with varying scaling exponents. In this study, the effect and pattern of lockdown
throughout the world were also analyzed by the authors.

It is quite evident from the above literature that there is adequate research work on COVID-19 data
analysis to understand the recent pattern of epidemics. However, there is still plenty of opportunities for
developing and testing effective deep learning-based prediction models. Thus, correct and appropriate
prediction models can aid in fostering proactive policies to meet immediate needs.

3 Materials and Methods

This section encompasses the various materials and methods exploited in procuring the result findings. This
section is divided into three subsections. The first subsection presents the exhaustive discussion about the dataset.
The mathematical modeling with a brief introduction about various forecasting models has been described in the
second subsection. In the third subsection, a brief discussion about the statistical analysis has been drawn.

3.1 Data

In this study, the data was obtained from the WHO. We have extracted the data from the WHO’s daily
health bulletin reports on a daily basis. The data, considered for this article, are from WHO’s health bulletin
of 31/12/2019 to 10/6/2020 time-span. This dataset consists of information regarding the number of active
cases, number of new cases, number of confirmed cases, number of recovered patients, the total number of
deaths, date, and the country name [13]. The current situation of the COVID-19 reveals that the virus has
affected approximately 213 countries. It has reached its worst stage in various countries, referred to as the
community-level spread. With the immense number of daily new cases and the increment in the death
toll, these countries’ situation is getting worse day by day.

The COVID-19 dataset is observed to understand the seriousness of the pandemic situation. This
visualization is based on the total number of confirmed cases in the period of 31/12/2019 to10/6/
2020 and illustrated in Fig. 2. The circle area represents the exposer in the respective countries. The map
has been plotted by using the geographical location of the infected countries.

Figure 2: Novel coronavirus outbreak worldwide
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3.2 Methodology

This section deals with the basic principles and modeling procedures of the various models (such as
LSTM, ARIMA, and proposed hybrid model) used for the prediction of the COVID-19 outbreak. All the
simulation is accomplished on a Dell workstation having the configuration of 64-bit Intel Xeon Processor
with 3.60 GHz speed and 32 GB of RAM. All the algorithms deployed for the simulation have been
implemented in Python.

3.2.1 Autoregressive Integrated Moving Average (ARIMA)
ARIMA model is one of the widely used time series prediction models. It was introduced in 1976 by the

Box and Jenkins. It can be easily applied to all the application areas attributed to its robust data processing and
operational prediction capabilities. The ARIMA model comprises of three essential tasks or processes, such as
diagnostic checking, identification, and prediction [30]. With the help of a diagnostic check, we can apply the
stationarity control mechanism on the time series dataset. The series is said to be stationary only if the statistical
properties such as mean, covariance, and variance are directly related to time. Thus, for a practical and useful
prediction, it is essential to incorporate it while developing the ARIMA model. The differencing (d) task is
performed on the appropriate degree to make the non-stationary time series to the stationary time series.
This process is continued until the stable time series has been achieved. ARIMA model is made up of the
three beneficial fundamental aspects which have been used to characterize time series. These aspects are:

� Autoregressive terms (AR)—It is responsible for storing and retrieving the past information of the
process.

� Integrated terms (I)—It is responsible for converting the non-stationary time series to the stationary
time series.

� The moving average (MA)—It is responsible for regulating the noise-related past information of
the process.

The mathematical formulation of the ARIMA model is depicted in Eq. (1) with the help of three
fundamental aspects, such as AR, I, and MA. The value of autoregressive (AR) and moving average
(MA) parameters are determined by p and q, respectively. In 1983 the Newbold defined the ARIMA
model as ARIMA p; d; qð Þ, where p denotes the degree of the AR (Autoregressive), d signifies the
differencing degree, and q indicates the degree of the MA (Moving Average).

yt ¼ a1wt�1 þ a2wt�2 þ…þ apwt�p þ et � h1et�1 � h2et�2 �…� hqet�q (1)

where a1; a2;…; ap are the Autoregressive (AR) parameters, h1; h2;…; hq are the Moving Average (MA)
parameters, t represents the time, e1; e2;…; et are the unknown random residuals (errors), observed data
are designated by wt�1;wt�2;…;wt�p, and error data are presented by et; et�1; et�2;…; et�q.

3.2.2 Long Short-Term Memory (LSTM)
The LSTM model, developed in 1997 by Hochreiter et al. [31], is a particular type of Recurrent Neural

Network (RNN) model. LSTMmodel had been designed to learn from long-term dependencies. It consists of
the complex structure inside the hidden layers, which is known as LSTM. Nowadays, LSTM is a trendy and
widely used deep learning model adopted in various application areas [32]. The underlying LSTM
architecture has been outlined in Fig. 3.

The basic structure of the LSTM involves the memory-based RNN cell. This memory cell is beneficial
for storing information and retrieving past information. This memory cell aids in the transmission of prior
information to the next level. The model selects previous information based on its training requirements.
Remembering useful information over a long period is regular exercise, but an essential behavior of the
LSTM network [33]. The basic LSTM structure has been delineated in Fig. 4.

CMC, 2021, vol.66, no.2 1901



Here the xt denotes the input data or output of the previous unit at the time t, ht represents the hidden
output unit, and ht�1 stands for the previous or past output. The LSTMmodel contains various gates, such as
Input gate, output gate, forget gate, and input modulation gate. The input gate I jt , forget gate F

j
t , and output

gate Oj
t for the LSTM model are computed using Eqs. (2), (3), and (4), respectively.

I jt ¼ r WIxt þWIht�1 þ bIð Þj (2)

Fj
t ¼ r WFxt þWFht�1 þ bFð Þj (3)

Oj
t ¼ r WOxt þWOht�1 þ bOð Þj (4)

where r represents the sigmoid function, b symbolizes the voltage vectors, andW denotes the weight matrices.

In the LSTM model, the memory is preserved at time t; and then the updated memory function cjt is
calculated following Eq. (5),

cjt ¼ Fj
t c

j
t�1 þ I jt c

~j
t (5)

Now, with the help of Eq. (6), the updated new memory content is determined, and then, Eq. (7) is
employed to estimate the output of the LSTM model.

c
~j
t ¼ tanh WCxt þWCht�1 þ bCð Þj (6)
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Figure 3: Basic long short-term memory (LSTM) architecture
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hjt ¼ Oj
t tanh cjt

� �
(7)

Like other Artificial Neural Networks (ANNs), the training task on LSTM networks is managed by the
epoch. The epoch is responsible for evaluating the network weight W . The epoch specifies this network
weight, and it depends upon the number of iterations on the given dataset. The model optimization by
updating the weights is an essential task for deep learning algorithms. Thus, the transmission of the entire
data on the same network over multiple times is a prudent task, and with the help of this, we can target a
more accurate and better predictive model. However, it is unclear how many epochs would be required to
achieve optimal weights because each dataset may consist of different behaviors. Thus, the best train
network may require different numbers of epochs.

3.2.3 Hybrid Method
Various time-series models may include both linear and nonlinear relationships. The ARIMA model is

very efficient in modeling the linear relationship in time series paradigms. However, it is insufficient for
modeling of the nonlinear relationships. On the other hand, the LSTM model is suitable for modeling
both nonlinear and linear relationships, but the same result may not be obtained for all the datasets. The
hybrid model concept had been introduced, which relies on the differential modeling concept of nonlinear
and linear components to overcome these challenges and achieve the best prediction results. Various
hybrid time series prediction models have been introduced with time, and they have also achieved great
success. It is also perceived that in comparison to the creative learning algorithms, better estimation and
performance may be obtained by using multiple or hybrid learning algorithms [34]. These hybrid models
are developed based on the concept of supervised learning algorithms. The primary aim of these hybrid
models is to make the model more diverse with better prediction results [35,36].

From the experimental evaluation, the result obtained from the hybrid model and the result obtained
from the individual model, though unrelated to each other, are much capable of minimizing the general
error or variance [37]. This reason has contributed to making the hybrid model, the most successful and
recognized model for prediction paradigms.

Several hybrid models have been reported in various studies. These models follow the nonlinear and
linear paradigms for the prediction of time-series data. Taking the motivation from there, we proposed the
ARIMA-LSTM Hybrid model for the prediction of COVID-19 outbreak across the world. The working
of our proposed ARIMA-LSTM hybrid model has been summarized in Fig. 5.

The time series prediction model is usually expressed as the sum of nonlinear and linear components
[38]. The mathematical formulation of the time series prediction model is shown in Eq. (8).

WHO’s COVID-
19 Dataset

ARIMA

LSTM

ARIMAerrors

LSTMerrors

ARIMAweight

Predication
Output

*

*

+ /2

A

L

A

LSTMweight

Figure 5: Working principle of the proposed ARIMA-LSTM hybrid model
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zt ¼ Yt þ Zt (8)

where Yt and Zt are linear and nonlinear components of time series, respectively.

In our ARIMA-LSTM hybrid model, the linear component Yt is computed by the ARIMA model,
whereas the nonlinear component Zt is evaluated by the LSTM model. After estimating the linear and
nonlinear components, the error values of ARIMA and LSTM are calculated by Eqs. (9) and (10),
respectively.

ARIMAerror ¼ ARIMA MEAN Error½ � (9)

LSTMerror ¼ LSTM MEAN Error½ � (10)

After calculating the errors, the appropriate weights for ARIMA and LSTM models are computed
following Eqs. (11) and (12), respectively.

LSTMweight ¼ 1� LSTMerror

ARIMAerror þ LSTMerror

� �� �
� 2 (11)

ARIMAweight ¼ 2� LSTMweight (12)

Now, with the help of the models’ weight and error, the predicted values of the hybrid model are
calculated following Eq. (13).

Hybridpredict ¼ ARIMAerror i½ � � ARIMAweight i½ � þ LSTMerror i½ � � LSTMerror i½ �
2

� �
(13)

3.3 Statistical Analysis

Statistical analysis is based on three performance evaluation metrics, i.e., Root Mean Squared Error
(RMSE), Coefficient of Determination (R2 score), and Mean Absolute Percentage Error (MAPE). These
performance evaluation metrics facilitate the measurement of the performance, accuracy, and suitability of
these prediction models. In this section, the mathematical foundation of evaluation metrics has been
discussed in detail [39].

3.3.1 Root Mean Square Error (RMSE)
The RMSE is one of the indispensable statistical measures commonly adopted for validating prediction

results. RMSE is nothing but a standard derivation for residuals. The residual is one of the critical error
predictors that estimates the distance among the regression line and data points. Where squares of errors
are denoted by x̂i � xið Þ2, the number of errors is represented by N , observed values are indicated by x̂i,
and the forecasted values are designated by xi.

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

i¼1
x̂i � xið Þ2

r
(14)

3.3.2 Coefficient of Determination (R2 Score)
R2 Score is also known as the Coefficient of Determination. It is one of the essential statistical measures

which is commonly used to authenticate the prediction results. The R2 Score is measured by subtracting the
division ratio by one. Where the division ratio is the ratio of explained variation (first sum of squares of
errors) by the unexplained variation (second sum of squares of errors). Where squares of residuals are
represented by x̂i � xið Þ2, squares of the total is signified by x̂i � yið Þ2, the number of errors is denoted by
N , observed values are indicated by x̂i, xi, and yi stands for the forecasted values.
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R2 ¼ 1�
PN

i¼1 x̂i � xið Þ2PN
i¼1 x̂i � yið Þ2 (15)

3.3.3 Mean Absolute Percentage Error (MAPE)
The MAPE is one of the vital statistical measures commonly employed to elucidate the accuracy of the

prediction model. Where the number of predicted samples is denoted by N, actual values are indicated by Yi,
and predicted values are represented by X i.

MAPE ¼ 1

N

XN
i¼1

Yi � Xi

Yi

����
����� 100% (16)

4 Result

The identification of accurate prediction models that could efficiently predict the COVID-19 outbreak
across the world is a very complex but novel task. The fundamental objective of this study is to construct
such a prediction model that can accurately envisage the outbreak of COVID-19 worldwide. All
preventive policies count on the prediction results. Henceforth, accurate prediction is an essential
requirement in recent times. An exact prediction model will indulge in drafting effective strategies to
minimize the risk of the COVID-19 outbreak.

In Fig. 6, two traditional time-series prediction models and a proposed model, i.e., ARIMA, LSTM, and
ARIMA-LSTM hybrid model have been demonstrated. These prediction models have been applied in the
forecasting of the COVID-19 outbreak globally. The purpose of this study is to assess the exactness and
aptness of the proposed model among the traditional time-series prediction models.

The prediction model’s performance evaluation on the COVID-19 outbreak (confirmed cases) across the
globe has been summarized in Tab. 1. Among 213 affected countries, the top 50 countries have been
considered for this prediction task [13]. The key intention of this experimental analysis is to reveal the
suitability and correctness of the proposed ARIMA-LSTM hybrid model. For this purpose, two well
established time series prediction models, i.e., ARIMA and LSTM, have been considered. The three
performance measures, i.e., RMSE (should be low), R2 Score (should be high), and MAPE (should be
low) have been used for evaluating the prediction results. From the prediction results of fifty countries, it
is quite evident that the proposed ARIMA-LSTM hybrid model performs exceptionally well, as compared

Model
Comparison

ARIMA
Model

LSTM
Model

ARIMA-
LSTM
Hybrid
Model

Figure 6: Prediction models comparison- A quick lookup
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to other time series prediction models. The proposed model archives the lowest RMSE, lowest MAPE, and
highest R2 Score throughout the testing, under various selection criteria (country-wise).

Table 1: Performance evaluation of the prediction algorithms (confirmed cases)

Country RMSE R2 Score MAPE

ARIMA LSTM ARIMA-
LSTM
hybrid

ARIMA LSTM ARIMA-
LSTM
hybrid

ARIMA LSTM ARIMA-
LSTM
hybrid

Afghanistan 329.6 328.56 171.74 0.99 0.99 1 767.92 7.82 5.1

Argentina 328.86 327.7 124.3 0.99 0.99 1 187.05 5.52 1.95

Austria 308.25 296.74 115.09 0.99 0.99 1 27.99 2.74 1.94

Bangladesh 948.69 947.45 210.14 0.99 0.99 1 4905.34 10.28 5.2

Belarus 724.38 720.71 227.65 1 1 1 2150.29 8.01 2.23

Belgium 954.57 923.32 360.36 1 1 1 105.96 3.72 1.07

Brazil 10504.78 10485.71 3177.88 0.99 0.99 1 749.15 7.85 5.91

Canada 1342.27 1335.58 342.21 1 1 1 224.24 5.51 2.29

Chile 2026.02 2019.94 387.4 0.99 0.99 1 359.41 6.8 3.79

China 235.13 663.24 59.88 0.91 0.95 0.99 0.98 0.79 0.66

Colombia 548.4 547.06 110.89 1 1 1 324.09 6.48 3.39

Denmark 169.65 164.7 40.79 1 1 1 75.85 2.86 1.76

Dominican
republic

278.99 277.6 123.34 1 1 1 257.41 5.88 2.65

Ecuador 1574.52 1564.46 1544.59 0.99 0.99 0.99 308.1 5.19 3.13

Egypt 488.35 445.68 122 0.99 1 1 310.56 4.36 3.24

France 2584.4 2399.29 1368.68 1 1 1 62.32 2.8 1.64

Germany 2941.99 2951.55 817.53 1 1 1 53.87 2.77 1.37

India 3637.73 3633.08 388.08 1 1 1 1035.69 8.18 8.89

Indonesia 420.39 418.52 124.43 1 1 1 218.51 5.27 2.25

Iran 2009.35 1254.84 977.56 1 1 1 57.63 1.53 1.22

Ireland 441.49 437.75 172.84 1 1 1 158.13 4.46 1.6

Israel 327.9 321.59 160.98 1 1 1 77 3.58 2.72

Italy 3024.44 1879.47 454.94 1 1 1 38.76 1.17 0.85

Japan 322.35 295.05 213.96 1 1 1 144.54 3.09 1.46

Kuwait 533.17 527.12 118.28 1 1 1 655.71 6.2 5.49

Mexico 1670.61 1667.44 271.56 1 1 1 726.72 7.6 4.63

Netherlands 723.25 670.75 146.44 1 1 1 77.5 3.04 2.78

Oman 255.72 253.07 121.82 0.99 0.99 1 471.74 6.61 4.94

Pakistan 1310.39 1306.15 376.09 1 1 1 373.86 6.1 3.89

Panama 207.67 207.07 68.94 1 1 1 173.14 5.1 1.77
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5 Discussion

The experimental evaluation is done by extracting the data, recurrently, from the WHO’s daily health
bulletin reports. The data we have taken into consideration for analysis is for the tenure—31/12/2019 to
10/6/2020 [13]. The WHO’s daily health bulletin reports document country-wise information about the
number of active cases, number of new cases, date, country name, number of confirmed cases, number of
recovered patients, the total number of deaths, date, and the country name [13]. The data for the top
15 most affected countries have been collected from WHO’s COVID-19 dataset and used for
experimental investigation. The forecasting models such as ARIMA, LSTM, and proposed hybrid model
(ARIMA-LSTM) have been trained with WHO’s dataset in the 60–40 ratio, which means 60 percent of
the dataset has been used for training, and the rest 40 percentage has been used for testing purposes.

Table 1 (continued).

Country RMSE R2 Score MAPE

ARIMA LSTM ARIMA-
LSTM
hybrid

ARIMA LSTM ARIMA-
LSTM
hybrid

ARIMA LSTM ARIMA-
LSTM
hybrid

Peru 3104 3096.02 983.64 1 1 1 1290.48 8.05 1.35

Philippines 304.86 303 172.83 1 1 1 169.34 5.12 1.73

Poland 344.12 342.72 89.52 1 1 1 170.91 4.93 1.75

Portugal 524.43 341.12 235.73 1 1 1 99.74 4.9 1.01

Qatar 1030.54 1027.24 177.27 1 1 1 555.34 6.27 5.81

Romania 287.2 284.95 91.59 1 1 1 173.27 5.07 1.76

Russia 7011.49 6995.17 658.99 1 1 1 2349.48 9.08 2.45

Saudi
Arabia

1480.81 1477.32 151.35 1 1 1 577.58 6.9 6.02

Serbia 197.34 195.9 62.11 1 1 1 273.23 5.4 2.78

Singapore 590.97 585.25 178.42 1 1 1 477.12 5.68 4.92

South
Africa

180.03 176.92 190.2 0.86 0.86 0.88 298.01 52.68 2.94

South Korea 53.59 45.48 28.05 0.99 0.99 1 5.85 0.27 0.18

Spain 3935.34 3607.97 1009.48 0.99 1 1 41.23 2.17 2.09

Sweden 535.54 497.51 151.75 1 1 1 133.65 3.73 1.36

Switzerland 517.53 475.97 126.64 0.99 0.99 1 34.18 1.84 1.34

Turkey 2660.73 2650.64 398.52 1 1 1 388.45 6.36 3.97

Ukraine 393.21 391.45 190.55 1 1 1 860.83 7.89 5.89

United Arab
Emirates

558.15 549.76 118.74 1 1 1 550.54 6.7 5.7

United
Kingdom

4141.57 4097.89 1150.05 1 1 1 212.16 5.2 2.17

USA 25913.2 25779.87 595.08 1 1 1 187.12 5.28 1.91

CMC, 2021, vol.66, no.2 1907



Statistical parameters, i.e., RMSE, R2 Score, andMAPE based forecasting results, have been depicted in
Figs. 7, 8, and 9, respectively. The statistical parameter-based results substantiate the fact that among all the
forecasting models, the proposed ARIMA-LSTM hybrid model is more suitable for the prediction of the
COVID-19 outbreak.

The predictive trends of the COVID-19 outbreak based on ARIMA, LSTM, and proposed ARIMA-
LSTM based hybrid model have been reported in Fig. 10. The x-axis and y-axis represent the testing
samples and the target values (total number of cases), respectively. The experimental evaluation was
executed by estimating the data for the top 15 most affected countries from the WHO’s COVID-19 daily
health bulletin reports. The experimental analysis accounts for the comparison between the predicted
values (observed values) and actual values (real values). The experimental results verify the better
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Figure 7: Root Mean Square Error (RMSE) based prediction results of COVID-19 outbreak
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performance of our proposed hybrid algorithm as compared to the traditional algorithms (i.e., ARIMA and
LSTM) for the prediction of the COVID-19 outbreak.

5.1 Current Status of Clinical Trials Worldwide

Concerning to the current situation, there is an urgent need for medical solutions to reduce or break the
growth rate of COVID-19 cases and combat this pandemic situation. These therapeutic solutions might be
in the form of an active drug or vaccine which can treat and cure infected patients, thereby saving their
lives. In the presence of difficulties and chaos, various countries all over the world are undergoing a large
number of clinical trials, in the form of vaccines or medications, to deal with this pandemic situate [40,41].
Among these clinical trials, most of them are in their initial stage, and only a few of them have reached
their fourth or final stage.

In order to hunt for the medication of COVID-19, several ongoing tryouts have been conducted
throughout the world. All possible solutions based on previously available medications for diseases, such
as malaria and HIV, have been taken into consideration [42,43]. These medications are being applied to
fight with the COVID-19. The responses to these medications are being recorded, which will further
assist in developing the proper medicines for COVID-19. The drugs used in the COVID-19 clinical trials
include Hydroxychloroquine, Azithromycin, Chloroquine, Lopinavir-ritonavir, Remdesivir, Favipiravir,
Interferon, Ribavirin, and so on [44–47].

In the present study, clinical trials all over the world have been taken into consideration from the WHO’s
International Clinical Trials Registry Platform (ICTRP) and clinicaltrials.gov database. A total of 2108 trials
across the globe have been registered, between the time period of 30/01/2020 to 10/6/2020 [48]. The
74 countries are actively involved in conducting the clinical trials to figure out an effective and safe
therapeutic solution for COVID-19. The country-wise clinical trials (total number of clinical trials <10)
are enlisted in Fig. 11.

Fig. 12 documents the collective number of clinical trials on the top ten drugs. The present study
considered the data from 30/01/2020 to 10/6/2020, of the WHO’s International Clinical Trials Registry
Platform (ICTRP) and clinicaltrials.gov database [48].
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Figure 10: (continued)
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Figure 10: (continued)

CMC, 2021, vol.66, no.2 1911



Figure 10: COVID-19 outbreak analysis using ARIMA, LSTM, and proposed ARIMA-LSTM based
hybrid model
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From the various pieces of literature and clinical databases, we found the top ten most frequently
prescribed drugs in clinical investigations. The summation of clinical trials based on these drugs is 963,
which is a vast number. Multiple combinations of these drugs are also being applied for the clinical trial
process or the COVID-19 care process. Based on drugs used in the clinical trials, the top ten drugs have
been selected and detailed in Fig. 13.

711

269
218

152

84 77 56 47 46 33 32 30 29 27 26 22 20 17 17 16 14 14 12 10

0

100

200

300

400

500

600

700

800

C
hi

na
U

S
A

F
ra

nc
e

Ir
an

S
pa

in
G

er
m

an
y

Ita
ly

U
ni

te
d 

K
in

gd
om

In
di

a
C

an
ad

a
A

us
tr

al
ia

T
he

 N
et

he
rla

nd
s

D
en

m
ar

k
E

gy
pt

B
el

gi
um

B
ra

zi
l

Ja
pa

n
S

w
itz

er
la

nd
T

ur
ke

y
A

us
tr

ia
M

ex
ic

o
N

et
he

rla
nd

s
N

or
w

ay
G

re
ec

e

Country Wise Clinical Trials

Clinical Trials

Figure 11: Country-wise number of clinical trials

0

500

1000

1500

Collective Numbers Clinical Trials
for COVID-19 

Chloroquine Hydroxychloroquine
Lopinavir-Ritonavir Azithromycin
Interferon Tocilizumab
Favipiravir Mesenchymal Stem Cells
Remdesivir Oseltamivir

Figure 12: Collective number of clinical trials conducted on top 10 drugs, registered and taken under
investigation for COVID-19 (from January 30 to June 10, 2020)

CMC, 2021, vol.66, no.2 1913



Tab. 2 enlists the top 10 drug-based ongoing and accomplished COVID-19 clinical trials across the
globe (30/01/2020 to 10/6/2020) [42,43]. This table contains information relating to the drug name, the
total number of clinical trials, and their medication purpose [44–47].

Tab. 3 narrates the current status of clinical trials in the fourth stage across the world during the time slot
of 30/01/2020 to 10/06/2020. This table contains the information regarding the clinical trials such as Trial ID,
Recruitment Status, Inclusion Gender, Target Size (number of persons on whom the clinical trials have been
performed), Study Type, Study Design (Allocation, Intervention Model, Primary Purpose, and Masking),
Countries, Intervention, Retrospective Flag, and Bridging Flag [48].

COVID-19 Care

• Chloroquine
• Hydroxychloroquine
• Lopinavir-Ritonavir
• Azithromycin
• Interferon
• Tocilizumab
• Favipiravir
• Mesenchymal Stem Cells
• Remdesivir
• Oseltamivir

Figure 13: Top 10 drugs recommended for COVID-19 care

Table 2: Top ten drug-based COVID-19 clinical trials across the globe

Drug Number
of Trials

Medication Purpose (Used For)

Chloroquine 327 Antimalarial Drug

Hydroxychloroquine 279 Antimalarial Drug

Lopinavir-Ritonavir 99 Antiretroviral Drug used in HIV

Azithromycin 78 An antibiotic drug used in Bacterial Infections

Interferon alfa-2b 56 Antiviral agents for Immune System

Tocilizumab 56 An immunosuppressive drug used in Rheumatoid Arthritis

Favipiravir 33 Antiviral drug used in Influenza

Mesenchymal Stem
Cells

25 Biological therapy used in Degenerative and Inflammatory diseases

Remdesivir 25 Antiviral drug used in Ebola and Marburg

Oseltamivir 10 Antiviral drug used in Influenza

1914 CMC, 2021, vol.66, no.2
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6 Conclusions

The identification of accurate and efficient prediction models for forecasting the COVID-19 outbreak
across the world is a complex yet novel task. All prevention policies depend on prediction results. This
justifies the fact that accurate prediction is an essential requirement. With the help of an exact prediction
model, we can diminish the overall impact caused by the COVID-19 outbreak. This article proposes a
deep learning-based ARIMA-LSTM hybrid model that utilizes real-time information from the WHO’s
daily bulletin report for the prediction of the COVID-19 outbreak. The primary objective of this
experimental analysis is to elucidate the suitability and correctness of the proposed ARIMA-LSTM
hybrid model. For this purpose, the two well-established time series prediction models, i.e., ARIMA and
LSTM, have also been taken into account. From the prediction results of fifty countries, it is quite evident
that the proposed ARIMA-LSTM hybrid model performs exceptionally well when compared with the
other prediction models under various selection criteria (country-wise). The proposed model archives the
lowest RMSE, lowest MAPE, and highest R2 Score throughout the testing. Apart from this, the present
study also highlights the current status of clinical trials for COVID-19 across the globe.

In the future, this study will be further extended with the data and algorithmic perspective.
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