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Abstract: In this paper, we provide a new approach to data encryption using gen-
eralized inverses. Encryption is based on the implementation of weighted Moore–
Penrose inverse Ay

MN nxmð Þ over the nx8 constant matrix. The square Hermitian
positive definite matrix N8x8 p is the key. The proposed solution represents a very
strong key since the number of different variants of positive definite matrices of
order 8 is huge. We have provided NIST (National Institute of Standards and
Technology) quality assurance tests for a random generated Hermitian matrix (a
total of 10 different tests and additional analysis with approximate entropy and
random digression). In the additional testing of the quality of the random matrix
generated, we can conclude that the results of our analysis satisfy the defined strict
requirements. This proposed MP encryption method can be applied effectively in
the encryption and decryption of images in multi-party communications. In the
experimental part of this paper, we give a comparison of encryption methods
between machine learning methods. Machine learning algorithms could be com-
pared by achieved results of classification concentrating on classes. In a compara-
tive analysis, we give results of classifying of advanced encryption standard (AES)
algorithm and proposed encryption method based on Moore–Penrose inverse.

Keywords: Security; data encryption; matrix computations; cloud computing;
machine learning

1 Introduction

The level of security of data stored on the cloud is primarily based on the identification of sensitive and
confidential databases, and it is necessary to apply additional protection, encryption, and monitoring. It is
important to consider whether it is possible to encrypt data at all levels, where they are designed, and
how encryption algorithms are tested. Data encryption became of great importance in many fields
including healthcare [1], and several encryption methods have been investigated including triple data
encryption [2]. The most basic way cloud providers provide data is encryption. Indeed, using clouds in
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order to provide data demand services is developing to be an attractive answer to services demanding
scalability and cost reduction [3]. Applying encryption in a cloud environment can further protect data
from theft and unauthorized use. It is important to emphasize that data security is based on an
understanding of risk. Users need to be aware of the potential risks when storing their data in the cloud
or using cloud applications. Therefore, they must apply different control processes and techniques to
manage these risks and reduce them to an acceptable level. The dynamics of information processing in
the IoT and cloud environment and the fluidity of information are the reasons. It is important to provide
two types of security in the IoT and cloud environments. The first security refers to cloud providers, and
the second refers to user security. Compliance of cloud providers with requirements and standards in the
field of cloud security is implemented and enforced to meet security guidelines, recommendations, laws,
and regulations. Some of the key challenges for IoT and cloud security are: storing data in multiple
locations, storing data on media and resources shared by multiple users, availability of data after
termination of the contract with the provider, in case of sale or merger companies, compliance with legal
regulations, the problem of external supervision, as well as the restoration of data in the event of natural
disasters or due to human error. It is especially important to take care of three aspects: data location, data
control, and secure data transfer.

The major contribution of this paper regarding the issues of security and efficiency may refer to multiple
different encryptions based on the random key (in form of matrix), while data encryption is based on different
inversions (in this paper we have presented one of them). We present a novel method of data encryption
based on matrix calculations and Weighted Moore–Penrose inverses (MP Encryption). The Moore
Penrose inverses have found many applications in various areas of research. This proposed MP
encryption method can be applied effectively in the encryption and decryption of images in multi-party
communications.

The structure of the present paper is as follows. In the second section are exposed the similar research
from the field of problems application matrices in cryptography. Also, we have presented some similar
research in the field of data encryption in a cloud environment. The third section consists of the basic
properties of weighted Moore–Penrose inverse (MP inverse) and presented ways to compute source
matrix which can presented text or image. In the fourth section, are listed the examples for the encryption
method based on weighted Moore Penrose inverse and Hermitian positive definite matrix as a
cryptographic key in image encryption cases. Also, in this section, we have provided the National
Institute of Standards and Technology (NIST) quality assurance tests for random generated Hermitian
matrix (a total of 10 different tests and additional analysis with approximate entropy and random
digression). The fifth section contains the comparative analysis of encryption methods between machine
learning methods. Machine learning algorithms could be compared by achieved results of classification
concentrating on classes. Sensitivity and specificity are mostly used performance measuring of complex
data during classification. In this research sensitivity and specificity define achieved results of classifying
Advanced Encryption Standard (AES) and MP Encryption, respectively. The sixth section lists the
conclusions and suggestions for further works.

2 Related Works

Cloud computing, a recently emerged paradigm faces major challenges in achieving the privacy of
migrated data, network security, etc. Too many cryptographic technologies are raised to solve these issues
based on identity, attributes, and prediction algorithms yet. These techniques are highly prone to
attackers. This would raise a need for an effective encryption technique, which would ensure secure data
migration [4]. Cloud computing has been investigated in many research works including the factors and
the impacts of its implementation in the public sector [5], Authors in [6] present a framework with data
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encryption, distribution, and decryption in a cloud environment. Ensuring security for data transmission and
storage is the biggest concern and challenge of the Internet of Things (IoT) [7]. Cloud services are naturally
located in locations that are far from premises in which the client organization is located. As soon as data and
services are accessed from a remote location, the unprotected Internet is used as an access medium, which
opens a new front for a potential attacker [8]. In [9,10], new techniques are presented to provide security of
data in a cloud environment. In [11], a novel encryption scheme for a concrete model (client-server
architecture) has been presented. Also, authors in [12] propose a new verifiable model reduces the
computational overhead of encoding and decoding. The authors in [13] deal with the topic of personal
data protection with an emphasis triggering moves to unlock its insights by relocating it in the cloud.
First of all, the authors survey prominent clouded data approaches such as multiparty computation,
blockchain, privacy, and encryption. To achieve the goal of confidentiality of data, many encryption
algorithms are available in the cloud environment. Authors in [14] proposed the first self-updatable
encryption model secure against a relevant form of chosen-ciphertext security. This approach is a new
kind of public-key encryption, motivated by cloud computing. In [15], the authors presented the access
control model for the security of data by using attribute-based encryption in the cloud computing
environment. The paper [16] proposed a security model to protect cloud data from unauthorized access
using a hybrid cryptosystem. The proposed approach provides high-level security to data stored in cloud
computing and ensures secure data transmission over the network. In [17] authors discussed security
issues and challenges in cloud computing and study various security algorithms in this environment. In
[18], a method called hyperdata encryption is proposed. The proposed solution is suitable for cloud
platforms. For the secure transfer of sensitive data, the data should be encrypted before sending.
Achieving the integrity goal ensures that data is not modified, damaged, or corrupted either accidentally
or intentionally. The goal of data integrity is just as important as the other two main goals of computer
security in a cloud environment. In [19], a multi-client universal computation model for encrypted cloud
data. To achieve computer security goals on the cloud available numerous technologies. Data protection
technologies, frameworks, and implementation, which achieve greater security of cloud data, are a
complex and broad area, which is regularly used in the implementation of everyday activities of cloud
computing.

The importance of the application of matrix computations in the encryption procedure is stated in [20–
22]. Specifically, in this paper, we provided a new approach to data encryption using generalized inverses.
Also, authors in [23] state some applications generalized inverses in public key cryptosystem design. In [24]
authors state applications of the Drazin inverse to the Hill cryptographic system. Papers [25,26] presents
secure encryption and decryption technique using generalized inverse and decimal expansion of an
irrational number. Authors in [27] present a novel approach that leads in a natural manner to the Moore–
Penrose’s generalized inverse between the subspaces of activation of the matrix under study. Paper [28]
deals with the application of generalized inverses of matrices over finite fields and the method of least
squares in linear codes. It is proven that if the Moore–Penrose inverse of a generator matrix of a linear
code exists, a unique word approaching a received word near the codewords of the code can be found.
Authors in [29,30] analyses about Hill cipher and public key cryptosystem using Hill secure algorithm. In
[31] authors present secure communication protocols based on a computation of the MP inverse of
matrices over fields of specific characteristics.

3 Preliminaries About Weighted Moore–Penrose Inverse

For any matrix A 2 Cmxn (A be the set of complex numbers, cmxn be the set of mxn complex matrices of
rank Cmxn

r ¼ Cmxn j rank Xð Þ ¼ rf g) and positive definite Hermitian matricesM and N of the orders m and n
respectively, consider the four conditions in X , where � denotes conjugate and transpose. The first condition
is AXA = A, the second condition is XAX = X, the third condition is (MAX)* = MAX and the fourth condition
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is (NXA)* = NXA. Moreover, this system of matrix equations has a unique solution. The matrix X that
satisfies all four conditions is called the weighted MP inverse and is denoted with X ¼ Ay

MN . The
weighted MP inverse Ay

MN is the generalization of the MP inverse Ay. If M ¼ Im, N ¼ In, then Ay
MN ¼ Ay,

i.e., the weighted Moore–Penrose inverse is reduced to Moore–Penrose inverse [32]. The idea for
applying weighted MP inverses in cryptography came from our previous papers [33–38], where we
analyzed its basic properties. Milošević in [37] generalized Greville’s method to the weighted MP inverse.

Theorem 3.1 (Wang et al. [33]) Let A 2 Cm�n and Ak is a submatrix which consist the first k columns of
matrix A. For k ¼ 2; . . . ; n the matrix Ak is represented with

Ak ¼ Ak�1jak½ � (1)

and Nk 2 Ck�k is a submatrix of the matrix N. Then the matrix Nk is given as

Nk ¼ Nk�1 lk
l�k nkk

� �
(2)

Let the matrices Xk�1 and Xk and the vectors dk and ck are defined as

Xk�1 ¼ Ak�1ð ÞyMNk�1
Xk ¼ Akð ÞyMNk

; (3)

dk ¼ Xk�1ak : (4)

ck ¼ ak � Ak�1dk ¼ I� Ak�1Xk�1ð Þak: (5)

Then

Xk ¼ Xk�1 � dk þ I� Xk�1Ak�1ð ÞN�1
k�1lk

� �
b�k

b�k

� �
; (6)

where

b�k ¼ c�kMck
� ��1

c�kM ck 6¼ 0
d�1
k d�kNk�1 � l�k
� �

Xk�1 ck ¼ 0

(
(7)

dk ¼ nkk þ dk
�Nk�1dk � lk

�dk � dk
�lk � lk

�ðl� Xk�1Ak�1ÞN�1
k�1lk (8)

Different variants of calculation of the weighted MP inverse in combination with relational databases are
given in the paper [37]. Since the number of combinations of the possible positive definite Hermitian 8 ×
8 matrix is extremely large, it is clear that this type of matrix could be used in developing of the
encryption algorithm and would be exceptionally strong.

For calculation of Algorithm 1, from [33], is needed an auxiliary Algorithm 2.

The partition method of Wang for calculation of the weighting MP inverse has been extended to a set
of rational and polynomial matrices with one variable [38]. In the paper [26] is given the
following equation:

Ay
M;N ¼ N

�
1

2 M

1

2AN
�
1

2

0
@

1
A

y

M

1

2 (9)

In this case, Ay
M ;Nb is theM -least squares solution of Ax ¼ b which has minimal N -norm. This notion

can be extended where M and N are positive semi-definite matrices, and G is a matrix such that Gb is a
minimal N semi-norm, M -least squares solution of Ax ¼ b: In this case, G must satisfy the following
four conditions [31]:
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MAGA ¼ MA; NGAG ¼ NG; MAGð Þ� ¼ MAG; NGAð Þ� ¼ NGA.
When N is positive definite, then there exists a unique solution for G.

Algorithm 1: Calculation of MP inverse AMN sð Þy from [33] 10 : if ck 6¼ 0 then

Require: Let A 2 Cm�n and M and N are positive definite matrices with dimension m� m and n� n,
respectively.
1 : A1 ¼ a1

2 : if a1 ¼ 0 then

3 : X y
1 ¼ 1

a�1Ma1
a�1M

4 : else

5 : X1 ¼ 0

6 : end if

7 : for k ¼ 2 to n do

8 : dk ¼ Xk�1ak

9 : ck ¼ ak � Âk�1dk
10 for Ck 6¼ 0 then

11 : b�k ¼ c�kMck
� ��1

c�kM , go to Step 16

12 : else

13 : dk ¼ nkk þ d�kNk�1dk � d�k lk þ l�kdk
� �� l�k I � Xk�1Âk�1

� �
N�1
k�1lk

14 : b�k ¼ d�1
k d�kNk�1 � l�kXk�1

� �
15 : end if

16 : Xk ¼ Xk�1 � dk þ I � Xk�1Âk�1

� �
N�1
k�1li

� �
b�k

b�k

� �
17 : end for

18 : return Ay
MN ¼ Xn

Algorithm 2: Calculation of Ni�1 for the rational matrices

1 : N�1
1 ¼ n�1

11
2 : for k ¼ 2 to n do

3 : gkk ¼ nkk � l�kN
�1
k�1k

� ��1

4 : fii ¼ �gkkN�1
k�1k

5 : Ek�1 ¼ N�1
k�1 þ g�1

kk fk f
�
k

6 : N�1
k ¼ Ek�1 fk

f �k gkk

� �
7 : end for
8 : return N�1 ¼ N�1

n
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Theorem 3.2. In the set of complex matrices let Ay
M;N is weighted MP inverse of matrix A 2 Cm�n and

Cm�n
r ¼ X 2 Cm�n : rank Xð Þ ¼ rf g, M and N are Hermitian, positive definite matrices with order m and n,

respectively. If M is an identity matrix, then the matrix A can be represented as

A ¼ N

1

2Ay
M ;NN

1

2 (10)

Proof. From Eq. (9) is necessary to find the value of the matrix A that is represented in the expression.

This is the process by which we will restore the encoded image value to the actual one.

N

1

2Ay
M ;NM

�
1

2 ¼ N

1

2N
�
1

2 M
1
2AN�1

2

� �y
M

1
2M�1

2

N

1

2Ay
M ;NM

�
1

2 ¼ M
1
2AN�1

2

� �y
(11)

Let

M

1

2 ¼ M1 and N
�
1

2 ¼ N1 (12)

From MAXð Þ� ¼ MAX we obtain

N�1
1 Ay

M ;NM
�1
1 ¼ M1AN1 (13)

So,

M�1
1 N�1

1 Ay
M ;NM

�1
1 N�1

1 ¼ M�1
1 M1AN1N

�1
1 (14)

and

M�1
1 N�1

1 Ay
M ;NM

�1
1 N�1

1 ¼ A (15)

This can be rewritten as,

A ¼ M�1
2N

1
2Ay

M ;NM
�1

2N
1
2 (16)

In order to simplify the expression and calculation process, without affecting the protection degree in
this way we can assume that the matrix M is given as an identity matrix from order n, where n represents
the number of rows of the encrypted matrix A.

BecauseM is the identity matrix, in this case, the expressionsM
1
2 andM�1

2 gives the identity matrix and
from Eq. (16) we obtain

A ¼ N
1
2Ay

M ;NN
1
2 (17)

Eq. (17) allows us to obtain the original matrix, which in our case represents the image, based on the
weighted MP inverse and the Hermitian positive definite matrix N which is the key.

4 Proposed Method for Data Encryption

Cloud security can be automated by a combination of a number of services available, with the goal of
creating an integrated platform for monitoring, reporting, and responding to events that could compromise
the security of cloud data.
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The method for data encryption has four phases (see the general model framework on Fig. 1):

1. Loading data (text or image)

2. Generation of Hermitian positive definite matrix (cryptographic key)

3. Converting the input data into a binary string.

4. Application of weighted Moore Penrose inverse in data encryption.

After converting the Base64 string into a binary record, is applied the weighted MP inverse where we
use the Hermitian positive definite matrix (key), where obtained a new binary string which is converted to the
Base64 string, which in this case represents the cipher of the image.

Example 1. Given is the image in PNG format and the Hermitian positive definite matrix 8 × 8 which
presented key.

M_8 × 8 =

{{339, −87, −110, 119, 9, −41, −20, 10},

{−87, 514, −119, 10, 48, −55, −360, 45},

{−110, −119, 395, −225, −30, 81, −16, −129},

{119, 10, −225, 392, 43, −8, 180, 109},

{9, 48, −30, 43, 473, 93, −188, 90},

{−41, −55, 81, −8, 93, 552, −3, −44},

{−20, −360, −16, 180, −188, −3, 691, 0},

{10, 45, −129, 109, 90, −44, 0, 611}}.

The first phase is loading image and application of the Base64 image encoder converting of the received
Base64 string into a binary string. Then, the next phase is the generation of the Hermitian positive definite
matrix (in this case order 8).

The third phase is the application of the weighted Moore Penrose inverse in image encryption where we
use the Hermitian positive definite matrix as key, where we get a binary string that represents the cipher of the
image (see Fig. 2).

In the reverse case it is needed base64 encode Ay
M ;N and Hermitian positive definite matrix. So, is needed

loading of two input parameters: valid cryptographic key and the weighted MP inverse. If the key, or
weighted MP inverse matrix Ay

M ;N are not correct the image cannot be done (see Fig. 3).

Figure 1: Proposed model framework
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In other cases, if we use all correct parameters, then image decoding is successful (see Fig. 4).

In our paper [35], the weighted MP inverse and LM inverse relationship are analyzed and it shows that
these are techniques that give the same result. Consequently, our proposed method for data encryption can
also be used by the LM inverse. On the other hand, the key must be of type Hermitian matrix (positive
definite) according to the theorem for the weight MP inverse.

Figure 3: An example of using an invalid weighted MP inverse matrix or key

Figure 2: Image encoding procedure using weighted MP inverse
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In order for this encryption method to provide a high secrecy we used prescribed statistic NIST tests.
NIST tests is applied only binary sequences. Therefore, in our testing, we first need to convert the
cryptological key to binary (matrix from Example 1). The NIST quality assurance test results for
randomly generated matrix (cryptographic key) are given in Tab. 1.

After the test, we can conclude that all tests met the condition P ≥ 0.01 (a condition for a binary sequence
to be considered random, set by NIST). The fundamental terms of information theory, such as entropy,
relative entropy, and mutual information are defined as probability distribution functions. These functions

Figure 4: An example of correct using of MP inverse

Table 1: NIST quality assurance tests for random generated Hermitian matrix

NIST—Quality assurance test 8 × 8 random matrix (2504 bits key)

Frequency test P = 0.8752, success

Block frequency test P = 0.7851, success

Runs test P = 0.0128, success

Longest runs of one’s test P = 0.0121, success

FFT—Fourier transform P = 0.4877, success

Non-periodic templates P = 0.1893, success

Linear complexity P = 0.2896, success

Serial test (P1/P2) P1 = 0.0111, success; P2 = 0.0127, success

Cumulative sums (Forward/reverse) Forward = 0.7999, success; Reverse = 0.7985, success

CMC, 2021, vol.66, no.2 1147



well describe the behavior of random variables of long sequences. We conducted additional testing for
approximate entropy of a randomly generated Hermitian matrix (see Tab. 2).

Examination of random digression test is a series of eight tests (and conclusions), i.e., one test and a
conclusion for each of the states: −4, −3, −2, −1 and +1, +2, +3, +4. For seven states, is P ≥ 0.01, which
leads to the conclusion that the binary sequence for the Hermitian matrix is random (see Tab. 3).

In the additional testing of the quality of the randommatrix generated, we can conclude that the results of
our advanced analysis (such as approximate entropy and random digression) satisfy the NIST requirements.

5 Performance Evaluation and Experimental Results

Machine learning algorithms could be compared by achieved results of classification concentrating on
classes. Finding classification performance is a challenging part if we use inadequate data. By comparing the
means of misclassified instances, we can make a comparison between machine learning methods. Several
machine learning methods are used in order to distinguish two types of ciphertexts: (1) encrypted by the
AES algorithm, and (2) encrypted by the proposed encryption method based on weighted MP inverse.
The basic questions of the analysis are:

1. Is it possible to identify the type of encryption method by machine learning models learned only from
information in encrypted text?

2. Are there significant differences between the AES and the proposed MP encryption method?

Hence, the most commonly used measure which is not focused on different classes quantity of right
labels is accuracy:

accuracy ¼ tpþ tn

tpþ fpþ fnþ tn

Table 2: Approximate entropy for random generated Hermitian matrix

Input parameters ApEn χ2 P

N1 = 512 (first matrix) 0.05281 77.002 0.9841

N2 = 512 (second matrix) 0.11077 138.2502 0.9217

Table 3: Examination of random digression test

Input parameters State
(x)

Output
P

Conclusion

ε = 1000000 bits binary extension n = 10002 J = 8 × 8 = 64 × 8 = 512 bits −4 0.1789 Random

−3 0.1745 Random

−2 0.1425 Random

−1 0.0110 Random

+1 0.2563 Random

+2 0.1078 Random

+3 0.3327 Random

+4 0.1996 Random
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On the other hand, two measures that distinctly approximate a classifier’s presentation on diverse classes are

sensitivity ¼ tp

tpþ fn
and specificity ¼ tn

fpþ tn0

where are correctly classified: tp—true positive; tn—true negative and misclassified: fp—false positive; fn—a
false negative.

Specificity and sensitivity are mostly used performance measuring of complex data during classification.
In a comparative analysis, we give results of classifying of AES algorithm and encryption method based on
Moore–Penrose inverse, respectively. In this study, we used two datasets which are obtained by extraction
and decoding of a message in combination with different machine learning techniques. In order to
produce an efficient machine learning algorithm, which will be able to satisfy all requirements, we tested
both datasets on different types of machine learning methods.

5.1 Experiment Without Feature Selection

In this experiment, we used both datasets in combination with different ensemble machine learning
methods. The result of this experiment is given in the following tables. We apply different machine learning
techniques on both datasets without any feature extraction. Results obtained in that way are presented in Tab. 4.

As you can see from the table, the best result with an average accuracy of 58% is achieved using the
ADTree classifier. Besides that, it is obvious that tree classifiers are giving much better accuracy than
other types of classifiers. Ensemble classifiers as AttributeSelectedClassifier and MultiBoost are also
achieving significant accuracy. Artificial Neural Network and Support Vector Machine are giving the
worst accuracy, which means that this kind of database is not suitable for this kind of classifier. Another
interesting result from this experiment with dataset 1 is that the accuracy for the MP Encryption label is
much greater for most classifiers. When we apply AttributeSelectedClassifier and Decision table it is 96%
which is great accuracy compared to average accuracy for those classifiers. It means that some classifiers
are producing much better results when they classify one class compared to another. In terms of this,
AdTree and Random Tree classifiers are achieving the best-balanced accuracy for both classes.

5.2 Experiment With Feature Selection

After we load data and check data distribution, we see that there is a lot of features which does not have
any value for any row. So, we decided to apply some feature selection methods before we introduce
classification methods. For the feature selection method, we applied AttributeSelection, which results in a

Table 4: Classification result without feature selection

Feature selection method Data set 1 Data set 2

AES MP encrypt AVG AES MP encrypt AVG

ADTree 62 54 58 54 62 58

AttributeSelectedClassifier 18 96 57 96 18 57

Random tree 52 60 56 50 40 45

Decision table 14 96 55 84 14 49

MultiBoostAB (DecisionStump) 48 62 55 62 48 55

ANN 36 52 44 42 36 39

SVM 36 42 39 42 38 40
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much smaller number of features and at the same time slightly increase accuracy. In Tab. 5, we present a
result which we achieved using the feature selection method before classification.

In Fig. 5 we present a comparison of average accuracy between classifiers when we don’t apply feature
selection on a dataset and when feature selection is applied.

As you can see from the presented results, accuracy is increased for almost all machine learning methods
which are applied. Some of the machine learning technologies achieved slightly better accuracy, for 1%, but
for some of the methods, we achieved accuracy which is higher 14% than the previous one when we used all
features. We have a similar situation in terms of accuracy distribution between classes, so again for MP
Encrypt class, we have much greater accuracy in comparison with accuracy achieved for AES class.

Table 5: Classification result with feature selection applied

Feature selection method Data set 1 Data set 2

AES MP encrypt AVG AES MP encrypt AVG

ADTree 22 96 59 96 22 59

AttributeSelectedClassifier 18 98 58 98 18 58

Random tree 22 96 59 96 22 59

Decision table 14 98 56 98 14 56

MultiBoostAB (DecisionStump) 22 84 53 84 22 53

ANN 28 84 56 84 28 56

SVM 44 62 53 90 22 56

0

10

20

30

40

50

60

70

Accuracy without feature selection Accuracy with feature selection

Figure 5: Comparison of accuracy between classification without and with feature selection
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When we use feature selected database, there are no classifiers which produce balanced accuracy for
both classes. As it is obvious, all classifiers except MultiBoost are achieved better accuracy results when
feature selection is applied. For some of the classifiers, we got significantly higher accuracy. When
feature selection is applied, all proposed methods are achieving accuracy greater than 50% which is a
great result compared with previous research on this topic. Besides that, time which is needed to build
method and to test it is much smaller when we applied feature selection compared with the initial dataset.

6 Conclusion and Further Work

With the development of cloud and computer technologies, tools and software are being developed that
violate the security of cloud computing resources. The layered cloud storage architecture is used primarily
because different types and kinds of data may have different requirements in terms of storage. It is important
to point out that there are often requirements related to encryption and data security. Mathematical systems
found a wide application in encryption. The calculation of the weighted MP inverse represents one of those
matrix system applications in cryptography. The basic precondition for developing of cryptologic systems
with the public key is the efficient generation of a parameter which generates the key.

In this paper is presented a new idea in the form of applications matrix computations and generalized
inverses in cryptography. We have provided a new way of encryption of text or images, where the whole
process is based on the use of weighted MP inverse over the Hermitian positive definite matrix order
8 which presented key. The number of different combinations of the Hermitian positive definite matrices
order 8 is huge so this solution represents a strong and secure key. Also, it was done performed the tests
for the Hermitian positive definite matrices-keys generation through several aspects. In the experimental
part of this paper, we give a comparison of encryption methods between machine learning methods.
Machine learning algorithms could be compared by achieved results of classification concentrating on
classes. In a comparative analysis, we give results of classifying of AES algorithm and encryption
method based on Moore–Penrose inverse, respectively. Security problems are one of the most important
issues related to cloud technologies. Data security and physical access to the location where the
equipment was located needed to be constantly improved, as security threats to data and systems are
becoming more serious day by day. Progress continues and more people are turning to these technologies
because security will be improved without any doubt. Cloud computing is changing the business logic in
the world. Due to the transition of the company to cloud computing, the client-server life on it will
improve. Larger companies will need more time to move to cloud storage. Security issues are a big
problem for them, as well as control over sensitive data.

The future of clouds will be slower in large companies as well as in large urban areas. The directions of
our further development of the proposed method could refer to a connection with database management
systems and matrix computations using PHP and MySQL technologies [39]. In order to ensure adequate
levels of cloud data protection, appropriate mechanisms for cloud data warehouse security need to be
established. In this case, cloud security automation enables the storage of data that can later be used for
forensic analysis. Also, our future work could go in the direction of secure computation of the Moore–
Penrose pseudo-inverse and its application to secure linear algebra, modeled by Cramer et al. [40]. New
applications for smartphones will also appear. People and companies will access network software
applications through a remote server. It’s safe, the business will be based on applications that will be
mostly accessed via cloud-enabled network devices.
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