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Abstract: The quick spread of the Coronavirus Disease (COVID-19) infection
around the world considered a real danger for global health. The biological
structure and symptoms of COVID-19 are similar to other viral chest mal-
adies, which makes it challenging and a big issue to improve approaches for
efficient identification of COVID-19 disease. In this study, an automatic pre-
diction of COVID-19 identification is proposed to automatically discriminate
between healthy and COVID-19 infected subjects in X-ray images using two
successful moderns are traditional machine learning methods (e.g., artificial
neural network (ANN), support vector machine (SVM), linear kernel and
radial basis function (RBF), k-nearest neighbor (k-NN), Decision Tree (DT),
andCN 2 rule inducer techniques) and deep learningmodels (e.g.,MobileNets
V2, ResNet50, GoogleNet, DarkNet andXception). A large X-ray dataset has
been created and developed, namely the COVID-19 vs. Normal (400 healthy
cases, and 400 COVID cases). To the best of our knowledge, it is currently the
largest publicly accessible COVID-19 dataset with the largest number of X-ray
images of confirmed COVID-19 infection cases. Based on the results obtained
from the experiments, it can be concluded that all the models performed
well, deep learning models had achieved the optimum accuracy of 98.8% in
ResNet50 model. In comparison, in traditional machine learning techniques,
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the SVM demonstrated the best result for an accuracy of 95% and RBF
accuracy 94% for the prediction of coronavirus disease 2019.

Keywords: Coronavirus disease; COVID-19 diagnosis; machine learning;
convolutional neural networks; resnet50; artificial neural network; support
vector machine; X-ray images; feature transfer learning

1 Introduction

The most recent and popular disease is that caused by the coronavirus which belongs to
the family of viruses causing a wide range of illnesses, including the common cold and other
chronic diseases like Severe Acute Respiratory Syndrome (SARS-CoV), and Middle East Respi-
ratory Syndrome (MERS-CoV). The novel coronavirus (COVID-19) is a new strain which has
never been detected in humans. They have previously been known to infect only animals with
diseases. The newly identified coronavirus has caused cold-like symptoms in most of the affected
patients, with two other kinds of coronavirus [Middle East respiratory syndrome (Mers) and severe
acute respiratory syndrome (Sars)] causing more chronic diseases in humans. These two other
coronaviruses have killed over 1,500 people since the year 2002 [1]. The dangerous nature of the
novel virus referred to as COVID-19 can be seen in its rapid spread and the number of people
affected. So far, about 20% of confirmed cases have been classed as severe or critical, and the
current death rate stands at about 2%, which is far lesser than the rates of Sars (10%) and Mers
(30%). Despite, the low rate, it is still regarded as a significant threat that must be handled with
care. It is believed that the coronavirus originated from a “wet market” in Wuhan, where both live
and dead animals are sold, including birds and fish. In this kind of market, the risk of the virus
being transferred from animals to humans is high since it is difficult to maintain hygiene standards
in an environment where live animals are kept and also slaughtered at the same time [2]. However,
the animal source of the latest global outbreak is yet to be identified but is suspected that the
original host of the virus is bats. Even though there were no bats sold at the Wuhan market,
but they may have infected live chickens and other animals sold there. There is a wide range of
zoonotic viruses hosted by bats, and some of them include rabies, Ebola and HIV. WHO and
NHS have spelt the major symptoms of the novel coronavirus, and they include high temperature,
cough and shortness of breath? These health organizations have noted that there are not many
disparities between these symptoms and other respiratory diseases like common cold and flu [3].

Machine Learning techniques are a section of the Artificial Intelligence field that are firmly
related to statistics domain. It focuses on developing techniques and algorithms that allow com-
puters to utilize experience to learn and obtain intelligence. In contrast, Convolutional Neural
Network (CNN) is among the most established methods in deep learning. A CNN is composed of
two core structures, a convolution layer, and a pooling layer. The data in the convolutional layers
are organized as feature maps, where each of which connected to the previous layer through a set
of weights. The outcomes of the sum of these weights are then passed to a non-linear unit, for
example, rectified linear units or (ReLU). In contrast, the role of the pooling layers is concerned
with the merging of the features with semantic similarity [4,5]. Here, learning means the system
can recognize and comprehend input cases as (data) that can be used for decision-making and
predictions. The first step of the learning process involves data gathering from different sources
using different means. The next step involves the preparation of data by pre-processing it to
make it free of error, reduce the dimensionality of the space through the elimination of choosing
the data of interest or irrelevant data. Because a large amount of data is used for learning,
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decision-making becomes a challenging task for the system. For this reason, the use of statistics,
logic, probability, control theory, etc. are employed in the design of algorithms to facilitate the
analysis of data and retrieval of information from the previous experiences. In the next process,
the model is tested to determine the system’s performance, as well as accuracy. Lastly, the system is
optimized by using the new dataset or rules to improvise the model. Machine learning techniques
are used to predict, classify and recognize patterns. There are several areas in which the use of
machine learning can be employed, and some of the areas include email filtering, search engine,
face tagging and recognition, web page ranking, gaming, character recognition, robotics, prediction
of disease, and management of traffic [5].

Recently, machine learning is used to analyse biomedical data that is highly dimensional
automatically. Some examples of the biomedical applications of machine learning include risk
assessment of cardiovascular diseases, diagnosis of skin lesions, diagnosis of nasopharyngeal
carcinoma, brain cancer segmentation, and evaluation and classification methods for enhancing
the diagnosis of Parkinson’s disease [6]. In the study carried out by [7], the ANN approach was
successfully implemented for the diagnosis of breast cancer disease. The use of classification mod-
els was employed in work done by Mohammed et al. [8] who aimed at diagnosing nasopharyngeal
carcinoma based on Decision-level fusion scheme using machine learning methods. Some of the
classification models include Genetic algorithm, SVM, and ANN [9,10].

Nevertheless, to the best of our knowledge, these AI systems are not publicly available,
and hence this limits the exposure for adequate research and investigation. Many researchers
have recently enriched the open sources of COVID-19 diagnosis solutions for AI and ML that
have used X-ray screening. The COVID-19 Chest X-ray data collection is now available and
open to the public. In order to ensure that the principal reliability and complexity criteria are
met, the standard of AI and ML classifiers used to diagnose COVID-19 should be evaluated
and benchmarked. According to [9], radiographically driven AI and ML models could deliver
a precise, effective COVID-19 solution that helps to make early diagnoses. The implementation
of the new model that is proposed in this study is done utilizing machine learning methods in
estimation and prediction modelling of coronavirus disease dataset. In this study, two machine
learning approaches are implemented, traditional machine learning and deep learning. In the first
approach, the performances of seven models have been examined based on ANN, SVM, RBF,
(k-NN), DT, and CN 2 rule inducer techniques-based prediction approach for increasing the
accuracy of automated coronavirus disease diagnosis. While in the second approach, five pre-
trained models have been adapted, MobileNets V2, ResNet50, GoogleNet, DarkNet and Xception.
These models have been retrained with the proposed COVID-19 dataset, where both the feature
extraction process and the classification tasks are performed automatically. Three main challenges
are by this study as follows: (i) Limited publicly available image dataset for COVID-19 case;
(ii) Different models of transfer learning are available in the literature, and (iii) Different diagnos-
ing models are proposed for tackling the prediction of COVID-19 cases. The main contributions
and development of this study can be summarized as follows:

• An automatic prediction of COVID-19 identification is proposed to automatically dis-
criminate between healthy and COVID-19 infected subjects in X-ray images using two
successful moderns are traditional machine learning methods (e.g., ANN, SVM, RBF,
k-NN, DT, and CN 2 rule inducer technique) and deep learning models (e.g., MobileNets
V2, ResNet50, GoogleNet, DarkNet and Xception). To the authors’ best knowledge, this is
the first effort that examines the possibility of utilizing traditional and deep learning models
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in an integrated approach to detect the COVID-19 infection by learning high discriminative
features representations from X-ray images.

• In comparison to most current studies, which use only one trained model to produce a
final prediction approach. The proposed COVID identification method is developed by
fusing the results from two separate traditional machine learning methods and deep-learning
models which were trained from scratch with large datasets. Here, a parallel architecture
is considered, which enables radiologists to differentiate between a healthy and COVID-19
diagnosed subjects with a high degree of confidence.

• A large X-ray dataset has been created and developed, namely the COVID-19 vs. Normal.
To the best of our knowledge, it is currently the largest publicly accessible COVID 19
dataset with the largest number of X-ray images of confirmed COVID-19 infection cases.

• One of the main findings of this work is to continue validating and exploring the possi-
bility of reducing algorithm complexity, generalization of traditional machine learning and
deep learning approaches by applying transfer learning and producing valuable features for
training instead of the conventional training by using predefined raw data features.

• The aim of this study is also to increase the ability to generalize the proposed approach
of COVID recognition to avoid the question of overfitting with distinctive training
methodologies backed by a variety of training policies such as AdaGrad algorithm, and
data enhancement.

• In this study, all the methods used have an end-to-end scheme that provides the models to
acquire a good accuracy using transfer learning method without manual feature extraction
and selection techniques.

• The experimental results demonstrated that ResNet50 model is an efficient and useful
pre-trained model between other five pre-trained models and seven traditional machine
learning methods.

• The pre-trained models and traditional machine learning methods are presented provide
very high outcomes and accuracy in large COVID dataset (400 healthy cases, and 400
COVID cases).

• The effectiveness and helpfulness of the COVID-19 identification procedure are identified,
along with the possibility that the COVID-19 virus will be used in the hospitals and
medical centres with less than 3 s per case for early diagnostics in order to achieve the
necessary outcomes.

The rest organization of our research are including of six sections: Section 2 contains the
related studies that show the COVID-19 diagnostic with its models used. Section 3 contains the
materials and methods that are used in this study such as COVID dataset, five CNN pre-trained
models and seven traditional machine learning methods. The proposed methodology with two
main stages for transfer learning selection stage and diagnosis model selection stage are presented
in Section 4. Section 5 demonstrates the outcomes of five CNN pre-trained models and seven
traditional machine learning methods. Finally, in Section 6, the conclusion has been presented.

2 Related Work

In December 2019, a new Coronavirus, so called (COVID-19) is appeared in China, particu-
larly in Wuhan. The COVID-19 is spread around the world caused disastrous effects and might
leads to death. COVID-19 pandemic gets great attention from the global and health institutions
as it has no-cure is available yet [1]. COVID-19 biologically consists of RNA-type with positive-
oriented single-stranded which makes finding the treatment is challenging because of having a
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mutating characteristic. There is a hard effort done by scientists and researchers around the world
in attempting to discover an effective treatment for COVID-19. According to the global statistical
data, China, USA, Brazil and Italy, Spain, Iran, the UK, and many other countries have lost over
thousands of persons due to the COVID-19 disease. The Coronavirus family have different types
and they can be infected the animals. This is included the COVID-19 which can be seen in bat,
poultry, rodent, cat, dog, pig and human as well. The common COVID-19 symptoms are fever,
dry cough, headache, sore throat, runny nose and muscles pains. Infected people with COVID-19
who have weak immune systems are potential to death [1,11]. Healthy People can be infected
by COVID-19 thought physical contact such as breath, mucous and hand contacts with infected
people [11]. Fig. 1 shows the spread of COVID-19 around the world [12].

Figure 1: The distribution of the confirmed COVID-19 cases around the world
(04 November 2020)

The major COVID-19 examination is reverse transcription-polymerase chain reaction (RT-
PCR) is commonly used to diagnosing the disease [1]. For the regions that early attacked by the
COVID-19 pandemic, RT-PCR can be an inappropriate examination. As reported in [13], some lab
COVID-19 examinations are deficient in sensitivity with 71%. A reason for that is based on many
factors including the quality control and sample preparation [14]. There are massive studies are
presented recently that proposed detection and prediction methods for COVID-19 diagnosis [1].
The chest X-ray images can be considered less touchy than CT scan imaging, in spite of being the
ordinary first-line imaging methodology utilized for patients beneath examination of COVID-19.
The latest studies detailed that X-ray appears typical in early or gentle infection [15]. In specific,
abnormal chest objects were detected in 69% of the patients at the first time of the investigation,
and in 80% of the patients at some point after amid hospitalization [15].

The identification of COVID-19 from other symptoms, healthy subjects and pneumonia
have been investigated. [16] proposed a Bayesian CNN to evaluation the finding uncertainty in
COVID-19 classification. They used 70 X-ray images for COVID-19 public dataset of patients
infected by this virus [17], and healthy cases were acquired from Kaggle’s Chest X-ray Images.
The outcomes illustration that Bayesian model enhances the recognition precision of the typical
VGG16 method from 85.7% to 92.9%. The authors further generate saliency maps to illustrate the
locations focused by the deep network, to improve the understanding of deep learning results and
facilitate a more informed decision-making process. In their study, they produce saliency maps to
demonstrate the regions centred by CNN model, to enhance the understanding of CNN model
outcomes and encourage a more accurate decision-support. Another study carried out by [18]
proposed three diverse CNN models, such as Inception-ResNetV2, InceptionV3, and ResNet50,
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to identify COVID-19 infection in X-ray cases. They used small COVID-19 dataset obtained from
Kaggle’s Chest X-ray Images and [17]. This dataset contains 50 images classified as 25 normal
cases and 25 COVID cases. The assessment outcomes demonstrated that the ResNet50 method
succeeds the best detection and identification evaluation by 98.0% accuracy metric, compared to
97.0% accuracy by InceptionV3 and 87% accuracy by Inception-ResNetV2. According to [19], the
authors proposed a ResNet model to identify COVID-19 with X-ray images. This study with this
method has two processes, firstly identification between healthy cases and COVID-19, secondly,
anomaly identify. The anomaly identification process provides an anomaly score to enhance the
COVID-19 scores utilized for the identification task. Two datasets have been used in this study
that includes 1008 normal pneumonia patients and 70 X-ray images for COVID cases. The
evaluation of the experimental results shows the specificity, sensitivity, and AUC metrics achieve
are 70.7%, 96.0%, and 0.952, respectively.

Generally, the most recent researches utilize X-ray images to detecting and classifying among
healthy cases and COVID-19 and other pneumonia cases. The main sources of these images from
two online public databases that include only 50 COVID-19 cases. However, the limited cases
of COVID samples, it’s deficiently to assess the strength of the models additionally postures
questions to the generalizability concerning uses in other hospitals and medical departments.
Therefore, one of the contributions of this study is a large X-ray dataset has been created and
developed, namely the COVID-19 vs. Normal. To the best of our knowledge, it is currently
the largest publicly accessible COVID 19 dataset with the largest number of X-ray images of
confirmed COVID-19 infection cases. In addition, the pre-trained models and traditional machine
learning methods are presented provide very high outcomes and accuracy in large COVID dataset
(400 healthy cases, and 400 COVID cases).

3 Materials and Methods

3.1 COVID-19 Dataset
In this research, many X-ray images from various sources were carefully chosen to establish

the relatively large COVID-19 X-rays of confirmed cases, namely COVID-19 vs. Normal-datasets,
which are reported as infected cases. It is then mixed with some normal X-ray images for a
more confident diagnosis of COVID-19. The COVID-19 vs. Normal-dataset was collected from
the following sources:

• The first collection includes 200 X-ray images with confirmed COVID-19 infection cases
that collect from Cohen’s GitHub repository [20].

• The second collection includes 200 COVID-19 X-ray images with confirmed
COVID-19 infection cases collected from three various sources are RSNA, SIRM, and
Radiopaedia dataset.

• The third collection includes 400 chest X-ray images of normal cases is gathered from
Kaggle’s chest X-ray images (Pneumonia) dataset.

Fig. 2 shows COVID-19 samples and normal large-scale COVID-19 X-ray cases. The number
of cases of COVID-19 is regularly updated with new X-ray imaging with a reported COVID-
19 infection available, and the full dataset is publicly available at https:/gitub.com/AlaaSulaiman/
COVID19-vs-normal-dataset for academic purposes. To prevent overfitting problems and to
increase the potential for generalization of the last trained model, a data augmentation technique
is used. Next, the image’s size is rescaled to (224 to 224) pixels, and then five random image areas
of (128 × 128) pixels were extracted from each image. A horizontal image flip and rotation of

https:/gitub.com/AlaaSulaiman/COVID19-vs-normal-dataset
https:/gitub.com/AlaaSulaiman/COVID19-vs-normal-dataset
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5-degrees (e.g., clockwise and counterclockwise) are then applied to each image within the dataset.
Consequently, in both classes (for example, COVID-19 and normal pictures), a total of 24,000
X-ray images of the size (128 to 128) pixels were extracted. To prevent biased predictive results,
the COVID-19 vs. Normal was divided into three mutually exclusive sets (e.g., t, validation and
test set) followed by the data augmentation procedure.

(a) (b)

Figure 2: Samples of X-ray dataset (a) normal case (b) positive COVID-19 case

3.2 Transfer Learning
The relevance of transfer learning to several applications is awakened by the advancement of

deep learning. This is especially true for the field of medical imaging, where the standard practice
requires combining an extant architecture that is specially tailored for natural image datasets
like ImagNet, alongside corresponding pre-trained weights (e.g., ResNet [21], Inception [22]),
and then fine-tune the model on the medical imaging data [23]. This adoption of this standard
formula can be seen in different parts of the globe, especially in different medical areas of
specialization [24–33]. More so, the methodology has also been applied in the early detection of
Alzheimer’s Disease [34], skin cancer identification based on dermatologist level photographs [35],
and even determining the quality of human embryo for IVF procedures [36].

In such cases, the learning performance can be improved through knowledge transfer, whereby
time-consuming data labelling efforts are not required. This problem can be solved through the
use of transfer learning as novel learning frameworks [37–40]. An example of transfer learning
applied to medical images can be seen in Fig. 3 from [40]. In this work, the utilize of original
InceptionV3 [41] method have been utilized in several medical images uses is employed as a
feature extraction process [28,29]. Particularly, this model has been used for the detection of
Pneumonia through Chest X-ray [40]. To provide decent results and efficiency google improved
the architecture of Inceptionv3 with weights that have been pre-trained on ImageNet, being an
updated sort of InceptionV1. Formerly, the training of the model was performed on more than
one million images from 1,000 classes using some very powerful machines. Repeating blocks which
are referred to as Inception Block in deep networks are contained in the InceptionV3, where
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hyper-tuning of the parameter can be done. After each iteration, the results are produced by
multiple convolutional filters ranging from 1×1 to 7×7, thereby preventing localized information
from being lost. This way, there will be a decrease in the number of parameters that require
training as compared to other extant algorithms [42]. The SqueezeNet was founded by DeepScale,
UC Berkeley and Stanford University for mage Classification process used in this study. The
SqueezeNet Architectural Design methods are to Replace 3 × 3 filters with 1 × 1 filter, reduce
the number of input channels to 3 × 3 filters to provide good accuracy and reduce the time-
consuming in convolution layers [43]. The VGG16 is a CNN model founded by K. Simonyan and
A. Zisserman from the University of Oxford used in image classification field used in this study.
This model accomplishes 92.7% top-5 testing exactness in ImageNet, which is a dataset of more
than 14 million cases having a place with 1000 classes. It was one of the renowned models used to
ILSVRC-2014. It makes the development over AlexNet by supplanting enormous piece measured
channels (11 and 5 in the first and second convolutional layer, separately) with different 3×3 part
estimated channels in a steady progression [44].

Figure 3: Example of transfer learning in medical images

3.3 Machine Learning Techniques
To perform binary classification of the Novel Corona Virus 2019 Dataset alongside its

attributes, a supervised machine learning method was utilized. Seven different algorithms
including, including CN2 rule inducer ANN, RBF, DT, k-NN, and SVM were used to
determine if a patient has coronavirus or not. The seven algorithms are explained in the
subsequent subsections.
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• Artificial Neural Network (ANN): is a family of models that can effectively solve problems
associated with function approximation, classification, pattern recognition and clustering.
Biological neural networks of the brain-inspired artificial neural networks. Attempts have
been made to mimic the biological neural networks of the brain in a manner that is
simplified [45].

• The Support Vector Machine (SVM): is a machine learning algorithm that performs the
analysis of data for classification, and regression analysis. SVM is a supervised learning
method that looks at data and sorts it into one of two categories. After sorting and
categorizing the data, the SVM produces a map of the sorted data with the margins
between the two categories as far apart as possible [1,46].

• Radial Basis Function (RBF) kernel SVM: The efficiency of the SVM has been proven on
both linear data and non-linear data. Non-linear data classification has been achieved
through the implementation of the radial base function with this algorithm [1]. The role
played by the Kernel function is important, as it puts data into feature space.

• K-Nearest Neighbour’s Algorithm (KNN): In the area of patterns classification or discrimi-
nation, k-NN is a technique that enables the classification of the object in terms of the
nearest training cases within the feature space. KNN is a kind of instance-based learning
or lazy learning that involves the local approximation of the capacity, and all calculations
are conceded until the point of recognition task [47].

• Random Forests (RF): which is a widely used ensemble method, is extensively adopted in
the processes of classification, in which a wide range of decision trees is used for the
classification of data. In this method, the building of bootstrap is done from the random
forest original data, and a regression tree or raw classification is grown for each bootstrap
template [48].

• The Decision Tree (DT): is described as a simple, easy-to-interpret and effective supervised
method of classification [49]. A DT founds a non-linear correlation between a system’s
inputs and outputs.

• CN2 Rule Inducer Algorithm: An example of a learning algorithm, if the CN2 induction
algorithm, which is used for rule induction, and it is specially tailored to work even during
imperfect training data. The idea of the algorithm is inspired by the concepts from the ID3
algorithm and AQ algorithm [50].

3.4 Deep Learning Models
Convolutional Neural Network (CNN) is among the most established methods in deep learn-

ing. CNNs are composed of two core structures, a convolution layer, and a pooling layer. The
data in the convolutional layers are organized as feature maps, where each of which connected to
the previous layer through a set of weights. The outcomes of the sum of these weights are then
passed to a non-linear unit, for example, rectified linear units or (ReLU). At the same time, the
role of the pooling layers is concerned with the merging of the features with semantic similarity.
The convolutional layer shares many weights, and the pooling layer samples the overall layer
output and decreases the data rate from the next layer [51,52]. Five pre-trained models are chosen
for their performance and adaptability, namely MobileNets V2, ResNet50, GoogleNet, DarkNet,
and Xception.

• MobileNetsV2: Compared to the previous MobileNetV1 version introduced by Google,
MobileNetV2 is suitable for mobile devices or any device with low computational power
and a Depth-wise Separable Convolution which dramatically reduces the complexity and
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model size of networks. A better module with an inverted residual structure is introduced
in MobileNetV2. [53].

• ResNet: is a traditional neural network used as backbones for many computer visions
tasks, the term ResNet is short for Residual Networks. This model won the ImageNet
competition in 2015. ResNet’s breakthrough enabled us to train extremely deep neural
networks successfully with more than 150 layers. The problem of the vanishing gradients
was very difficult before the ResNet training of very deep neural networks [51].

• GoogleNet: was the first version of inception models developed by Google as the names
suggest. The GoogleNet Architecture is 22 layers deep, with 27 pooling layers included.
There are 9 inception modules stacked linearly in total. The ends of the inception modules
are connected to the global average pooling layer. Below is a zoomed-out image of the full
GoogleNet architecture.

• Darknet: is a framework written in C and CUDA for open source neural networks. The
CPU and GPU calculation are quick and easy to install. It features a state-of-the-art, real-
time object detection system called You Only Look Once (YOLO). Using a Titan X, images
processor at 40-90 FPS with a 78,6% mAP on VOC 2007 and 44,0% mAP COCO test-
dev datasets. Upon the 1000-class ImageNet challenge, users may use Darknet to classify
images [54].

• Xception: is a deep neural network architecture involving Depthwise Separable Convolu-
tions. It was developed by scientists from Google. Xception has a 71-convolution layer deep
neural network. A pre-trained version of the network can be loaded from the ImageNet
database, which was trained with over a million images [54].

4 Research Methodology

In this study, we aimed at obtaining better outcomes by using highly correlated variables.
Here, input data means testing the coronavirus disease data utilized for the prediction and con-
fusion matrix of the machine learning-based prediction approach. The methodology of this study
is based on two main stages, as shown in Fig. 4. The two stages are implemented to solve the
current challenges relevant to the process of employing the most optimal diagnosis model.

4.1 Transfer Learning Selection Stage
According to the variation between transfer learning models in terms of feature extraction

number, it is quite challenging to determine which transfer learning model is the optimal one.
Therefore, a solution is needed to tackle this issue. Based on the dataset mentioned in Section 2.1,
the development of three transfer learning models will be conduct. Each of inceptionV3, VGG16,
and SqueeZnet models are selected for comparison purpose. Due to the popularity of the SVM
model, so it is selected as a classifier that will evaluate the performance transfer, learning models.
Each one of three models will be used as a feature extractor model for SVM classifier. After
evaluation for SVM based on features extracted from each transfer-learning model, the highest
accuracy ratio will identify the candidate transfer-learning model for feature extraction purpose.

4.2 Diagnosis Model Selection Stage
Based on the candidate transfer learning model identified in Section 4.1, the stage of selecting

the optimal diagnosis COVID-19 model is conducted. First, the dataset has been identified in Sec-
tion 3.1 also have been used in this stage. Second, several models for the detection of coronavirus
disease 2019 (COVID-19) have been developed using supervised algorithms. For this purpose,
ANN, SVM, RBF, k-NN, Random Forest, Decision Tree, and CN2 rule inducer are used. Tab. 1
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presents the various machine learning techniques that have been trained on coronavirus disease
2019 (COVID-19) dataset with improved ML techniques parameters. The experiments for all the
classification methods were performed on one platform. The data set was divided into two parts,
which are training and testing. The models are trained using random sampling, with 70% of the
dataset, while the remaining 30% was used to test the model. Furthermore, four cross-validation
schemes are included in the training and testing phases, namely, 2-folds, 3-folds, 5-folds, 10-folds.
Third, each of training, prediction, and evaluation processes are conducted iteratively to define
all related performance measurements for all classifiers. The arithmetic mean will be calculated
for all accuracy values for a specific classifier based on the random sampling and cross-validation
schemes. Then, based descending order for the accuracy values for each classifier, the rank for
classifiers will be identified. Finally, based on the rank for all classifiers, the candidate classifier
for diagnosing COVID-19 cases is determined. Then the candidate model will be recommended
for a specific COVID-19 diagnosing task.

Figure 4: The framework of the COVID-19 prediction models



3300 CMC, 2021, vol.66, no.3

Table 1: The specification of the COVID-19 prediction models

S. No. Machine
learning
techniques

Tuning parameters

1 ANN Number of neurons= 100. Activation function=ReLu.
Solver= SGD; number of iterations= 200

2 SVM Kernel= linear, cost= 1; iterations limit= 100;
3 RBF Kernel=RBF , C= 1 and sigma= 0.110; iterations limit= 100
4 k-NN Number of neighbors= 5; metric=Euclidean; weight= unifrom
5 Random forest Number of trees= 10
6 Decision tree Minimum number of instances in leaves= 2; maximum tree

depth= 100
7 CN2 rule inducer Rule search (evaluation measure)= entropy; minimum rule

coverage= 1, maximum rule length= 5

5 Results and Discussion

It is very important to estimate the transmission risk of COVID-19 as well as its epidemic
trend because these can trigger the vigilance of health providers, policymakers and the society
at large. This way, adequate resources can be channelled towards efficient and rapid control
and prevention. The quality of patients’ life can be improved, and their life expectancy can be
enhanced through the early detection of coronavirus disease 2019 (COVID-19).

5.1 Traditional Machine Learning Models Results
In the first stage of selection, three transfer learning models have been applied as feature

extraction shown in Tab. 2. Each one of these models has different properties, such as the number
of layers, the number of extracted features.

Table 2: The results of the transfer learning models and classification

Transfer
learning
model

Number of features Accuracy

ANN SVM k-NN

SqueezeNet 1000 86 90 89
InceptionV3 2048 92 95 92
VGG16 4096 91 92 89

Based on the above results of Tab. 2, the highest accuracy is obtained by the three classifiers
ANN, SVM and k-NN when we used the InceptionV3 for the feature extraction purpose, which
produces 2048 features. On the other hand, the highest number of features are extracted by
the VGG16 model, but surpassingly the accuracy score is lower than the InceptionV3. The
SqueezeNet produces the lower number of features of 1000 features and scores considerably the
lowest accuracy results. However, the SqueezeNet is might be more suitable thanVGG16 since it
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can achieve good accuracy with the minimum number of features which less the computational
load for the classifier, but in terms of accuracy this model still quite far from the score of the
InceptionV3. Hence, in this work, the InceptionV3 is considered the most suitable transfer learning
model among three and selected in the seven COVID-19 prediction models.

Based on Tab. 3, which shows all the parameters used for the evaluation of all the models, it
can be observed that the ANN model demonstrated an accuracy of 0.92. The accuracy of SVM
0.95. For RBF model accuracy is found to be 0.94, while for KNN it is 0.92. Moreover, the
random forest-based model demonstrated an accuracy of 0.88. The accuracy for CN2 rule inducer
model was found to be 0.73, while for that of Decision Tree was found to be 0.84. As for the
Recall, which is indicative of the properly-recognized percentage of actual positives coronavirus
cases, the ANN approach demonstrated a Recall value of 0.91, and for SVM and RBF methods,
it is 0.92 and 0.93, respectively. For k-NN, RF, DT and CN2 rule inducer-based methods, the
recall ratios are initiated to be 0.90, 0.85, 0.81 and 0.70 individually. The precision of ANN,
SVM, RBF, k-NN, RF, DT and CN2 rule inducer-based methods are presented as 0.90, 0.93, 0.92,
0.89, 0.86, 0.80, and 0.71 respectively. The execution of the ML techniques has been measured
by calculating the area under the curve (AUC). The AUC of ANN approach is achieved 0.91,
whereas that of SVM and RBF methods are achieved 0.94 and 0.92, while k-NN, RF, DT and
CN2 rule inducer-based methods are achieved 0.90, 0.90, 0.83, and 0.81 correspondingly. F1 score
of ANN, SVM, RBF, k-NN, RF, DT and CN2 rule inducer-based methods are achieved 0.92,
0.93, 0.92, 0.90, 0.87, 0.83, and 0.70 respectively.

Table 3: Evaluation metrics of the COVID-19 prediction models

No. ML techniques Evaluation metrics

Accuracy Recall Precision AUC F1

1 ANN 0.92 0.91 0.90 0.91 0.92
2 SVM 0.95 0.92 0.93 0.94 0.93
3 RBF 0.94 0.93 0.92 0.92 0.92
4 k-NN 0.92 0.90 0.89 0.90 0.90
5 Random forest 0.88 0.85 0.86 0.90 0.87
6 Decision tree 0.84 0.81 0.80 0.83 0.83
7 CN2 rule inducer 0.73 0.70 0.71 0.81 0.70

We used four schemes of 2, 3, 5, and 10 folds cross-validation to test and evaluate the machine
learning models. This technique validates the effectiveness of the models in which it ensures that
every observation from the original COVID-19 dataset appears in the training and testing sets.
It is observed from the results in Tab. 3 that the stability of accuracy for a certain model in all
schemes of four cross-validations. Each method affected the ratio from one-fold to another such
as random forest algorithm started in 2-folds with 0.82 but in 3-folds increased to 0.84, while in
5-fold decreased to 0.85, in 10-fold repeated to increased again to 0.88. The stability of accuracy
for a certain model in all schemes of four cross-validations it has affected based on the number
of the folds. Tab. 4 shows cross-validation accuracy results of the COVID-19 prediction models.
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Table 4: The accuracy results of cross-validation

No. ML technique Number of folds

2-folds 3-folds 5-folds 10-folds

1 ANN 0.90 0.90 0.90 0.91
2 SVM 0.92 0.94 0.94 0.94
3 RBF 0.91 0.93 0.93 0.93
4 k-NN 0.86 0.86 0.86 0.87
5 Random Forest 0.82 0.84 0.85 0.88
6 Decision Tree 0.80 0.80 0.80 0.82
7 CN2 rule inducer 0.71 0.70 0.70 0.72

Tab. 5 confirmed the result that obtained in Tabs. 2 and 3 which indicates that each of SVM
and ANN has scored the highest rank value while each of Tree and CN2 rule induces classifiers
have obtained the worst rank values. So, based on the all mentioned results in this section, the
most recommended classifiers for diagnosing of COVID-19 cases based on X-ray dataset are SVM
and ANN.

Table 5: Classifiers rank

No. ML technique Accuracy average Rank

1 ANN 0.90 3
2 SVM 0.94 1
3 RBF 0.93 2
4 k-NN 0.86 4
5 Random Forest 0.85 5
6 Decision Tree 0.80 6
7 CN2 rule inducer 0.71 7

Fig. 5 shows the Receiver Operating Characteristics (ROC) curves for each of the tested seven
models. It serves as a mean of comparing the prediction ability of the classification models.
In the ROC measures, the x-axis represents the False Positive (FP) rate or 1-specificity (i.e.,
the probability of predicting true result when the actual result is false). At the same time, the
y-axis represents the True Positive (TP) rate or sensitivity (i.e., the probability of predicting true
result and the actual result is true too). Based on the results of the ROC analysis, the ANN,
SVM and RBF can draw the closer curves of the ROC space and hence represent the most
accurate classifiers. Moreover, it plots that the SVM represents the optimal classifier for the
COVID-19 cases.

Ultimately, the results of this study reveal that in terms of all the parameters used in
measuring the performance of the models, the ANN and SVM are the two best models that can
be used in determining if a patient is affected or unaffected by a coronavirus. Besides, it can
be observed that in terms of precision and accuracy, the ANN outperforms the SVM model.
Nevertheless, the ANN and SVM models demonstrated the same AUC. In the case of a balanced
class, the good performance of a binary classifier may not necessarily be indicated by accuracy
alone. F1 score is a better indicator of a classifier’s performance in the case of balanced class
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distribution. Thus, great attention must be paid to the F1 score. Also, it can be observed that the
ANN and SVM demonstrated high AUC values, which shows that the SVM approach and RBF
method are the best classifiers for the COVID-19 dataset.

Figure 5: The ROC analysis for the performance of the seven prediction models

5.2 Convolutional Neural Networks Models Results
In deep learning architectures, every CNN model is composed of two tasks to be performed,

feature extraction and classification. Feature extraction includes several convolution layers followed
by max-pooling and an activation function. In contrast, the classification is carried out by apply-
ing fully connected layers. In this research, five pre-trained models were selected to evaluate the
performance of the proposed dataset, namely, Mobilenets V2, GoogleNet, DarkNet, Xception,
and ResNet50. These pre-trained models contain trained weights for the network. Hence if a
network pre-trained for some classification task is used, the number of steps for the output to
converge reduces. It is because generally, for the classification task, the features extracted will be
similar. Instead of initializing the model with random weights, initializing it with the pre-trained
weights reduces the training time and hence is more efficient. Tab. 6 shows the characteristics and
performance analysis of each model. The training evaluation is shown in Figs. 6 and 7, where the
training accuracies and loss for each of the five trained models.

All models were evaluated using 5-validation method with 320 images used for training for
each class (640 images) while the remaining 80 images per class are used for testing. The overall
evaluation is considered by taking the mean of the evaluation metrics, as seen in Tab. 6.

From Tab. 6, it can be seen that ResNet50 has the best performance among the other four
models with accuracy and F1 score of 98.8% respectively. This is due to the model architecture
and its adaptability to relatively small datasets. For better performance analysis, the ROC curve
is shown in Fig. 8.
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Table 6: CNN models performance analysis

Models/fold Confusion matrix and performance analysis

TP TN FP FN Accuracy Recall Precision AUC F1

MobileNets V2 Fold 1 319 242 78 1 0.877 0.997 0.804 0.945 0.890
Fold 2 305 285 35 15 0.922 0.953 0.897 0.941 0.924
Fold 3 318 289 31 2 0.948 0.994 0.911 0.958 0.951
Fold 4 296 319 1 24 0.961 0.925 0.997 0.936 0.959
Fold 5 302 317 3 18 0.967 0.944 0.990 0.949 0.966
Mean 0.935 0.963 0.920 0.946 0.938

ResNet50 Fold 1 316 311 9 4 0.980 0.988 0.972 0.981 0.980
Fold 2 319 315 5 1 0.991 0.997 0.985 1.000 0.991
Fold 3 315 312 8 5 0.980 0.984 0.975 0.974 0.980
Fold 4 319 316 4 1 0.992 0.997 0.988 1.000 0.992
Fold 5 319 320 0 1 0.998 0.997 1.000 1.000 0.998
Mean 0.988 0.993 0.984 0.991 0.988

GoogleNet Fold 1 314 245 75 6 0.873 0.981 0.807 0.945 0.886
Fold 2 311 291 29 9 0.941 0.972 0.915 0.955 0.942
Fold 3 308 316 4 12 0.975 0.963 0.987 0.962 0.975
Fold 4 317 297 23 3 0.959 0.991 0.932 0.948 0.961
Fold 5 302 311 9 18 0.958 0.944 0.971 0.937 0.957
Mean 0.941 0.970 0.922 0.949 0.944

DarkNet Fold 1 234 314 6 86 0.856 0.731 0.975 0.815 0.836
Fold 2 246 287 33 74 0.833 0.769 0.882 0.819 0.821
Fold 3 266 245 75 54 0.798 0.831 0.780 0.823 0.805
Fold 4 248 312 8 72 0.875 0.775 0.969 0.835 0.861
Fold 5 231 309 11 89 0.844 0.722 0.955 0.805 0.822
Mean 0.841 0.766 0.912 0.819 0.829

Xception Fold 1 317 261 59 3 0.903 0.991 0.843 0.925 0.911
Fold 2 318 231 89 2 0.858 0.994 0.781 0.912 0.875
Fold 3 291 249 71 29 0.844 0.909 0.804 0.910 0.853
Fold 4 315 267 53 5 0.909 0.984 0.856 0.965 0.916
Fold 5 301 241 79 19 0.847 0.941 0.792 0.910 0.860
Mean 0.872 0.964 0.815 0.924 0.883

The current Limitations of our study can be summaries as follows; firstly, the limited dataset
that publicly available to do more comprehensive evaluation experiments. More investigation is
needed for deep learning models that applied for diagnosing COVID-19 cases. Also, more criteria
are needed to consider in terms of selection for the most suitable diagnosing model for COVID-19
cases. The results of the study did not reflect the performance of transfer learning models and
classifiers in terms of time complexity. Finally, the overall results are restricted only to the x-ray
covid19 images dataset.



CMC, 2021, vol.66, no.3 3305

(a)
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(d)
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Figure 6: Training Accuracies of the deep learning trained models (a) MobieNets V2 training
accuracy (b) ResNet50 training accuracy (c) GoogleNet training accuracy. (d) Darknet training
accuracy (e) Xception training accuracy
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(a)
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Figure 7: Training loss of the deep learning trained models (a) training loss for MobileNetsV2
(b) training loss for ResNet50 (c) training loss for GoogleNet (d) training loss for DarkNet
(e) training loss for Xception
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Figure 8: The ROC analysis for the performance of the deep learning models

6 Conclusion

Several challenges are addressed and examined based on the experiment and deep analysis.
First, limited publically available image dataset for COIVD-19 as a solution the only dataset
provides is the X-ray image with small samples. However, this issue draws another challenge which
is a small sample for feature extraction and training purposes. Secondly, transfer learning models
appear as a solution for the previous challenge, but the different number of models made a new
challenge to select the most suitable one. Thirdly, a comparison among three transfer models
have been made based on the experiments, and the result revealed that the InceptionV3 is the
most suitable model. Fourthly, in terms of a different number of classifiers, this issue has been
solved based selection process in stage two. In this study, traditional machine learning and deep
convolutional neural networks have been followed. In traditional machine learning, seven models
have been developed to aid the detection of coronavirus (ANN, SVM with linear RBF, k-NN,
DT, and CN 2 rule inducer). In such cases, the learning performance can be improved through
knowledge transfer, whereby time-consuming data labelling efforts are not required. This problem
can be solved through the use of transfer learning as novel learning frameworks. Here, the
extraction of knowledge is done from different source tasks, and the application of the knowledge
is made to a different target task. While in deep convolutional neural networks, five pre-trained
models were selected, MobileNets V2, ResNet50, GoogleNet, DarkNet, and Xception. These pre-
trained models have been nominated for their performance in classification and automatic feature
extraction. The evaluations of all the models are done in terms of different parameters such as
accuracy, precision, recall, AUC and F1 score. Based on the results obtained from the experiments,
it can be concluded that all the models performed well, deep learning models had achieved the
optimum accuracy of 98.8% in ResNet50 model. In comparison, in traditional machine learning
techniques, the SVM demonstrated the best result for an accuracy of 95 % and RBF accuracy
94% for the prediction of coronavirus disease 2019. Also, it can be seen that ResNet50 has the
best performance among the other four models with accuracy and F1 score of 98.8% respectively.
Future work will include a hybrid multimodal deep learning system for improving COVID-19
pneumonia detection to try to obtain better results.
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