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#### Abstract

Supplier selection is a common and relevant phase to initialize the supply chain processes and ensure its sustainability. The choice of supplier is a multicriteria decision making (MCDM) to obtain the optimal decision based on a group of criteria. The health care sector faces several types of problems, and one of the most important is selecting an appropriate supplier that fits the desired performance level. The development of service/product quality in health care facilities in a country will improve the quality of the life of its population. This paper proposes an integrated multi-attribute border approximation area comparison (MABAC) based on the best-worst method (BWM), plithogenic set, and rough numbers. BWM is applied to regulate the weight vector of the measures in group decision-making problems with a high level of consistency. For the treatment of uncertainty, a plithogenic set and rough number (RN) are used to improve the accuracy of results. Plithogenic set operations are used to deal with information in the desired manner that handles uncertainty and vagueness. Then, based on the plithogenic aggregation and the results of BWM evaluation, we use MABAC to find the optimal alternative according to defined criteria. To examine the proposed integrated algorithm, an empirical example is produced to select an optimal supplier within five options in the healthcare industry.
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## 1 Introduction

The process of evaluating a set of criteria under a series of constraints to obtain the optimal alternative became popular and significant in many decision-making issues. In MCDM problems, the decision-maker tries to decide the optimal alternative that fulfills most of the criteria considering conditions and constraints. In most current practices, supply chain (SC) managers focus on selecting the proper supplier to improve performance in the supply phase, such as product quality, delivery consistency, and prices. Appropriate supplier selection can significantly increase productivity, meet customer expectations, increase profitability, and reduce the supply costs. But, due to the growth in the number of suppliers, the full range of products available, and the increase of customer expectations, supplier
selection became complex, and a real challenge for the supply chain managers, thus it needs to be studied under uncertain environment.

Researchers used different MCDM techniques for selecting the supplier, where the problem of supplier selection among alternatives is presented based on a set of criteria consistent with the nature of the field. It is worth presenting the problem of selecting suppliers in the form of a multi-criteria decision-making problem as the selection criteria differ from one domain to another. Several MCDM methods were used in making proposed models to solve the problem of supplier selection in several areas; for example, a combined model of BWM and fuzzy grey cognitive maps to evaluate green suppliers [1]. In the field of supplier selection to supply chain sustainability, an extension of the Data Envelopment Analysis (DEA) model was suggested [2]. An analytical hierarchy process (AHP), additive ratio assessment (ARAS), and multichoice goal programming (MCGP) to select a catering supplier is proposed in [3]. A sustainable supplier selection is evaluated with the intuitionistic fuzzy Techniques for Order Preferences by Similarity to Ideal Solution (TOPSIS) method [4].

The supplier selection problem is based on a set of criteria that are defined according to business nature. There are many MCDM methods, such as BWM, that can be used to evaluate these criteria and obtain the optimal alternative. The Best-Worst is a simple pairwise comparison method that shows reliable results in many topics. Gupta (2018) combined BWM with Fuzzy TOPSIS to evaluate green human resource management (GHRM) [5]. The selection of the conceptual design of the products was evaluated using BWM under fuzzy environment [6]. Supply chain sustainability was measured by BWM [7]. In this paper, BWM is used to decide and evaluate the weight of the selection standards that are defined to measure the suppliers.

The aim of this paper is to solve a supplier selection problem according to plithogenic set, which is to aggregate the group decision-makers. To achieve this aim, we propose an integrated plithogenic approach based on BWM to find the weight vector of the criteria and the MABAC method to obtain the optimal alternative.

This paper is structured as follows: a summarized presentation of studies on supplier selection and healthcare industry in Section 2. Section 3 consists of definitions and details of the techniques applied in the research. Section 4 gives the details of the proposed approach to handle the supplier selection problem. Our method is applied to numerous examples, and the results are discussed in Section 5. The conclusion of the research is given in Section 6.

## 2 Literature Review

Supplier selection is a superior responsibility of SC managers. Supplier selection is considered as MCDM process that involves comparisons among groups of criteria to choose the preferable supplier, providing the highest level of performance to the organization. Appropriate supplier selection can improve the profit, decrease costs, satisfy customer expectations, and stimulate the competitiveness of the organization [8]. That is why the supplier selection process became a critical decision that may influence the whole supply chain performance. In this study, a group of MCDM methods were combined to arrive at the best decision, which is to choose the optimal supplier. The importance of combining these theories is due to the creation of a more accurate model of decisions, where the BWM is characterized by its ability to determine the weights of measurement criteria that relate to selecting the best supplier. MABAC is characterized by the ability to choose the best alternative from the proposed alternatives. This proposed hybrid model was developed under uncertainty environment based on rough numbers and plithogenic set to avoid problems of ambiguity of information that characterizes most decision-making problems. Health care problems are among the most significant problems that need to be studied carefully in decision-making.

The supplier selection can be resumed in three main steps [9]. Firstly, the selection criteria should be chosen, such as product quality, cost, product reliability, or delivery performance. Of course, the set of
criteria is not standard for all supplier selection situations. Secondly, the weight of each criterion previously defined should be determined, and the collection of supplier alternatives that may fit the production process should be decided. Finally, an MCDM model should be constructed to assess the alternatives based on the evaluation metrics to find the optimal supplier. The aim of the supplier evaluation process in the supply chain is to recognize the optimal supplier that can provide the accepted quality of product/service and the right capacity at the right stage and right location [10].

Health care products accomplished growth in past years. These products have many standards and guidelines that restrict companies in the supplier selection process. The distribution of health care facilities by the use of GIS and MCDM techniques is studied in [11]. Also, to select the best treatment technology in health-care waste (HCW) management, a model based on MCDM methods was proposed [12]. Weighted average operator and TOPSIS were used to offer a model that assists the hierarchical medical system [13]. An expert system based on the fuzzy set for assessment of health care structures was introduced in [14]. Besides, fuzzy (Quality Function Development) QFD was integrated with ordered weighted averaging (OWA) operator to solve the supplier selection problem in health care facilities [15].

Selecting the optimal supplier process implies a large amount of uncertainty, which requires different methodologies to accurate the results of the selection. There are various types of MCDM techniques that can be involved in supplier selection, but the question is which approach or method to apply. RN is an appropriate tool to deal with uncertainty or to handle subjective judgments of customers, and also to determine the boundary intervals [16]. It helps many MCDM methods to improve efficient results in an uncertain environment. Consequently, the qualitative flexible multiple criteria method was combined with a rough number to disband the trouble of shelter site selection. The assessment of third-party logistics was measured by MABAC and BWM based on the rough number in the research of [17]. Chen et al. (2019) combined a rough number with the fuzzy-DEMATEL and analytical network process method (ANP) to evaluate the product-service system [18].

Plithogeny theory refers to creating, improving, and growth of novel objects from groups of conflicting or non-conflicting old objects [19]. It is considered as a generalization of neutrosophic set theory. Plithogenic set has two features that enhance the importance of its operations. The first feature is the contradiction degree between the set of elements, which improves the plithogenic operation accuracy. This feature compares the dissimilarities between the dominant attributes and the set of attributes. The second feature is the appurtenance degree of the attribute value, which we discuss in detail in the next section.

## 3 Methods and Definitions

### 3.1 Plithogenic Set

The three representations of $\mathrm{c}(\mathrm{v}, \mathrm{D})$ can be fuzzy CF , intuitionistic fuzzy (CIF: $\mathrm{V} \times \mathrm{V} \rightarrow[0,1]^{2}$ ), or neutrosophic ( $\mathrm{CN}: \mathrm{V} \times \mathrm{V} \rightarrow[0,1]^{3}$ ). The contradiction degree function used in plithogenic set operators is needed for the Intersection (AND), Union (OR), Implication ( $\Rightarrow>$ ), Equivalence ( $\Leftrightarrow$ ), and other plithogenic aggregation operators that combine two or more attribute-value degrees [20].

Definition 1. Let $\tilde{\mathrm{a}}=(a 1, a 2, a 3)$ and $\tilde{b}=(b 1, b 2, b 3)$ be two plithogenic sets.
The plithogenic intersection is:

$$
\begin{align*}
& \left(\left(a_{i 1}, a_{i 2}, a_{i 3}\right), 1 \leq i \leq n\right) \wedge \mathrm{p}\left(\left(b_{i 1}, b_{i 2}, b_{i 3}\right), 1 \leq i \leq n\right) \\
& \quad=\left(\left(a_{i 1} \wedge_{F} b_{i 1}, \frac{1}{2}\left(a_{i 2} \wedge_{F} b_{i 2}\right)+\frac{1}{2}\left(a_{i 2} \vee_{F} b_{i 2}\right), a_{i 2} \vee_{F} b_{i 3}\right)\right), 1 \leq i \leq n \tag{1}
\end{align*}
$$

The plithogenic union is:

$$
\begin{align*}
& \left(\left(a_{i 1}, a_{i 2}, a_{i 3}\right), 1 \leq i \leq n\right) \vee \mathrm{p}\left(\left(b_{i 1}, b_{i 2}, b_{i 3}\right), 1 \leq i \leq n\right) \\
& \quad=\left(\left(a_{i 1} \vee_{F} b_{i 1}, \frac{1}{2}\left(a_{i 2} \wedge_{F} b_{i 2}\right)+\frac{1}{2}\left(a_{i 2} \vee_{F} b_{i 2}\right), a_{i 2} \wedge_{F} b_{i 3}\right)\right), 1 \leq i \leq n . \tag{2}
\end{align*}
$$

where
$a_{i 1} \wedge \mathrm{p} b_{i 1}=\left[1-c\left(v_{D}, v_{1}\right)\right] \cdot t_{\text {norm }}\left(v_{D}, v_{1}\right)+c\left(v_{D}, v_{1}\right) \cdot t_{\text {conorm }}\left(v_{D}, v_{1}\right)$
$a_{i 1} \vee \mathrm{p} b_{i 1}=\left[1-c\left(v_{D}, v_{1}\right)\right] \cdot t_{\text {conorm }}\left(v_{D}, v_{1}\right)+c\left(v_{D}, v_{1}\right) \cdot t_{\text {norm }}\left(v_{D}, v_{1}\right)$
where, tnorm $=\wedge F b=a b$, tconorm $a \vee F b=a+b-a b$
The plithogenic complement (negation) is:
$\neg\left(\left(a_{i 1}, a_{i 2}, a_{i 3}\right), 1 \leq i \leq n\right)=\quad\left(\left(a_{i 3}, a_{i 2}, a_{i 1}\right), 1 \leq i \leq n\right)$

### 3.2 Rough Number

RN is the approximation of the upper and lower values of the original crisp value. It's an efficient theory in decision making because the decision must be determined by a group of decision-makers rather than a single one. The rough number is inspired by the rough set theory proposed in [21]. Also, RN is regulated by lower and upper bounds vague information. Therefore it can effectively obtain the real decisionmakers' expectations and combine them in an accurate manner [22].

Definition 2. Suppose U is the universe containing objects, and there are n classes expressed as $G=\left\{A_{1}, A_{2}, \ldots, A_{n}\right\}$ ordered as $A_{1}<A_{2}<\ldots<A_{n}$; then, the lower approximation $\operatorname{Apr}\left(A_{n}\right)$ and the upper approximation $\overline{\operatorname{Apr}}\left(A_{n}\right)$ of $A_{n}$ will be defined as:
$\underline{\operatorname{Apr}}\left(A_{n}\right)=\cup\left\{Y \in U / G(Y) \leq A_{n}\right\}$
$\overline{\operatorname{Apr}}\left(A_{n}\right)=\cup\left\{Y \in U / G(Y) \geq A_{n}\right\}$
Then, $A_{n}$ can be expressed by RN as $R N\left(A_{n}\right)=\left[\underline{R N}\left(A_{n}\right), \overline{R N}\left(A_{n}\right)\right]$, where $\underline{R N}\left(A_{n}\right)$ is the lower limit and $\overline{R N}\left(A_{n}\right)$ is the upper limit, as:
$\left.\underline{R N}\left(A_{n}\right)=\frac{1}{M_{L}} \sum G(Y) \right\rvert\, Y \in \underline{\operatorname{Apr}}\left(A_{n}\right)$
$\left.\overline{R N}\left(A_{n}\right)=\frac{1}{M_{U}} \sum G(Y) \right\rvert\, Y \in \overline{\operatorname{Apr}}\left(A_{n}\right)$
where M L and M U are the number of objects contained in $\underline{\operatorname{Apr}}\left(A_{n}\right)$ and $\overline{\operatorname{Apr}}\left(A_{n}\right)$, respectively. The basic operations of rough numbers were proposed [22].

Definition 3. Let $\left[a_{1}\right]=\left[\underline{a_{1}}, \overline{a_{1}}\right]$ and $\left[a_{2}\right]=\left[\underline{a_{2}}, \overline{a_{2}}\right]$ be two rough numbers, where $\underline{a_{1}}, \overline{a_{1}}, \underline{a_{2}}, \overline{a_{2}}>0$ and $\alpha>0$; so:
$\alpha \times\left[a_{1}\right]=\left[\alpha \times \underline{a_{1}}, \alpha \times \overline{a_{1}}\right]$
$\left[a_{1}\right]+\left[a_{2}\right]=\left[\underline{a_{1}}+\underline{a_{2}}, \overline{a_{1}}+\overline{a_{2}}\right]$
$\left[a_{1}\right] \times\left[a_{2}\right]=\left[\underline{a_{1}} \times \underline{a_{2}}, \overline{a_{1}} \times \overline{a_{2}}\right]$

$$
\frac{\left[a_{1}\right]}{\left[a_{2}\right]}=\left[\begin{array}{l}
\underline{a_{1}}  \tag{13}\\
\overline{\overline{a_{2}}}, \frac{\overline{a_{1}}}{\underline{a_{2}}}
\end{array}\right]
$$

Definition 4. Let $s_{i}=\underline{a_{n}}+\overline{a_{n}}$, which is the summation of the upper and lower limits, and $D_{i}=\underline{a_{n}}-\overline{a_{n}}$, which is the subtraction of the lower and upper limits. For $\left[a_{1}\right]=\left[\underline{a_{1}}, a_{1}\right]$ and $\left[a_{2}\right]=\left[\underline{a_{2}}, a_{2}\right]$ two rough numbers,

- If sum $_{1}>$ sum $_{2}$, then $a_{1}>a_{2}$;
- If sum $_{1}=\operatorname{sum}_{2}$ and $D_{1}=D_{2}$, then $a_{1}=a_{2}$;
- If sum $_{1}=$ sum $_{2}$ and $D_{1}<D_{2}$, then $a_{1}>a_{2}$.


### 3.3 Best-Worst Method (BWM)

BWM is an efficient and straightforward pairwise comparison of MCDM problems that compare the most preferred (best) criterion and the least desired (worst) criterion with the rest of the problem criteria [23]. A framework based on the BWM to evaluate the financial performance to compare dynamic analysis and cross-sectional analysis was suggested in [24]. Also, sustainable supplier selection criteria were evaluated using BWM [25]. BWM consists of five steps:

Step 1: The set of criteria A is defined by a committee of decision-makers $k=\left\{k_{1}, k_{2}, \ldots, k_{m}\right\}$ based on the scope of the problem as $A=\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$.

Step 2: Determine the Best AB and Worst AW criterion from the set of criteria A according to the decision-maker preferences.

Step 3: Construct the best-to-other vector $A_{B}=\left\{a_{B 1,} a_{B 2}, \ldots a_{B n}\right\}$, where $a_{B n}$ is the preference of criteria n compared by the Best criterion B using a (1-9) scale.

Step 4: Construct the others-to-worst vector $A_{w}=\left\{a_{w 1}, a_{w 2}, \ldots a_{w n}\right\}$, where $a_{w n}$ is the preference of criteria n compared by the Worst criterion W using a (1-9) scale.

Step 5: Propose the BWM model that evaluates the weight of the criteria $w_{n}$ :
Min $\varepsilon$
s.t.
$\left|\frac{w_{B}}{w_{j}}-a_{B j}\right| \leq \varepsilon$, for all j
$\left|\frac{w_{j}}{w_{w}}-a_{j W}\right| \leq \varepsilon$, for all j
$\sum_{j} w_{j}=1$

### 3.4 MABAC Method

MABAC method is a recent MCDM technique that evaluates a set of criteria to find the best alternative. This method compares the relevant distance ideal and anti-ideal solution, and it is valuable when the problem has enormous alternatives or criteria [10].

- Step 1: Construct the decision-making matrix $\tilde{D}$ based on the committee of decision-makers (DMs), which evaluates the alternatives $m$ according to the set of criteria $n$.

$$
\tilde{D}=\left[d_{i j}\right]_{m \times n}=\left[\begin{array}{cccc}
d_{11} & d_{12} & \ldots & d_{1 n}  \tag{15}\\
d_{21} & d_{22} & \ldots & d_{21} \\
\ldots & \ldots & \ldots & \ldots \\
d_{m 1} & d_{m 2} & \ldots & d_{m n}
\end{array}\right]_{m \times n}
$$

- Step 2: Compute the normalized decision matrix:

$$
\tilde{N}=\left[x_{i j}\right]_{m \times n}=\left[\begin{array}{cccc}
x_{11} & x_{12} & \ldots & x_{1 n}  \tag{16}\\
x_{21} & x_{22} & \ldots & x_{21} \\
\ldots & \ldots & \ldots & \ldots \\
x_{m 1} & x_{m 2} & \ldots & x_{m n}
\end{array}\right]_{m \times n}
$$

where,
$x_{i j}=\left\{\begin{array}{l}\frac{x_{i j}-x_{i j}^{\min }}{x_{i j}^{\max }-x_{i j}^{\min }} \text { if } x_{i j} \text { is benefit criteria } \\ \frac{x_{i j}^{\max }-x_{i j}}{x_{i j}^{\max }-x_{i j}^{\min }} \text { if } x_{i j} \text { is cost criteria }\end{array}\right.$

- Step 3: Calculate weighted matrix element:

$$
\begin{align*}
V= & {\left[v_{i j}\right]_{m \times n}=\left[\begin{array}{cccc}
v_{11} & v_{12} & \ldots & v_{1 n} \\
v_{21} & v_{22} & \ldots & v_{21} \\
\ldots & \ldots & \ldots & \ldots \\
v_{m 1} & v_{m 2} & \ldots & v_{m n}
\end{array}\right]_{m \times n} } \\
& =\left[\begin{array}{cccc}
w_{2} \cdot\left(x_{11}+1\right) & w_{2} \cdot\left(x_{12}+1\right) & \ldots & w_{n} \cdot\left(x_{1 n}+1\right) \\
w_{2} \cdot\left(x_{21}+1\right) & w_{2} \cdot\left(x_{22}+1\right) & \ldots & w_{n} \cdot\left(x_{2 n}+1\right) \\
\ldots & & \ldots & \ldots \\
w_{2} \cdot\left(x_{m 1}+1\right) & w_{2} \cdot\left(x_{m 2}+1\right) & \ldots & w_{n} \cdot\left(x_{m n}+1\right)
\end{array}\right]_{m \times n} \tag{18}
\end{align*}
$$

- Step 4: Determine the border approximation area (BAA) matrix:

$$
\begin{align*}
& G\left[g_{n}\right]_{1 \times n}=\left[\begin{array}{llll}
g_{1} & g_{2} & \cdots & g_{n}
\end{array}\right]  \tag{19}\\
& g_{i}=\left(\prod_{j=1}^{m} v_{i j}\right)^{1 / n} \tag{20}
\end{align*}
$$

- Step 5: Calculate the distance between each alternative and the BAA:

$$
Q=\left[q_{i j}\right]_{m \times n}=\left[\begin{array}{cccc}
q_{11} & q_{12} & \ldots & q_{1 n}  \tag{21}\\
q_{21} & q_{22} & \ldots & q_{21} \\
\ldots & \ldots & \ldots & \ldots \\
q_{m 1} & q_{m 2} & \ldots & q_{m n}
\end{array}\right]_{m \times n}=V-G
$$

Alternative m may belong to three regions $m \in\left\{G, G^{+}, G^{-}\right\}$as Fig. 1 shows:

1. Belong to the BAA (G)
2. Upper approximation area $(\mathrm{G}+)$
3. Lower approximation area (G-)

- Step 6: Rank the alternatives and find the best solution.

$$
\begin{equation*}
S_{i=} \sum_{j=1}^{m} q_{m j} \tag{22}
\end{equation*}
$$



Figure 1: Border approximation area

## 4 Proposed Approach

This research proposes an integrated approach to disband a supplier selection problem taking into consideration ambiguous information. This approach integrates the features of the four techniques and methods. Firstly, the plithogenic set aggregation features concentrates on providing more accurate aggregation results while considering uncertainty. Secondly, rough numbers consider the higher and lower limits of the information to handle vague information; thirdly, BWM evaluates a set of criteria in MCDM problems; and finally, the MABAC method determines the optimal alternative compared with a group of criteria by measuring the distance of alternatives with the BAA. The value of integrating these methods lies in the development of a more effective decision model. Rough numbers and plithogenic sets support the proposed model to have a more accurate and consistent decision and solve the problem of information ambiguity in an uncertainty environment. The process of the proposed model is summarized in Fig. 2.

- Step 1: A group of DMs with experience in the problem scope must be chosen, $D=\left\{d_{1}, d_{2}, \ldots, d_{k}\right\}$, and the set of criteria that control the problem $C=\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}$ must be determined, together with the alternatives that need to be compared to find the best one $A=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$.


Figure 2: Proposed model's main steps
Table 1: Linguistic scale

| Significance Linguistic Variable | Triangular Neutrosophic Scale |
| :--- | :--- |
| Very Low significant (VLS) | $((0.10,0.30,0.35), 0.1,0.2,0.15)$ |
| Low significant (LS) | $((0.15,0.25,0.10), 0.6,0.2,0.3)$ |
| Partially significant (PS) | $((0.40,0.35,0.50), 0.6,0.1,0.2)$ |
| Equal significant (ES) | $(0.65,0.60,0.70), 0.8,0.1,0.1)$ |
| High significant (HS) | $((0.70,0.65,0.80), 0.9,0.2,0.1)$ |
| Very High significant (VHS) | $((0.90,0.85,0.90), 0.7,0.2,0.2)$ |
| Absolutely significant (AS) | $((0.95,0.90,0.95), 0.9,0.10,0.10)$ |

- In order to evaluate the alternatives to the criteria by a group of DMs, identify an evaluation scale. In this research, TNN is employed used in a linguistic scale (Tab. 1).
- Step 2: Express the evaluation matrix values as rough numbers to consider the uncertain information and define the upper and lower limits of the evaluation, as explained in detail in Section 3.3.
- Step 3: Aggregate the decision maker's evaluation using plithogenic aggregation operator as discussed in Eqs. (1), (3), (4).
- Define the contradiction degree that establishes the relation between the most preferred (dominant) criterion and other criteria. This feature improves the accuracy of the aggregation operation.
- Step 4: Normalize the decision matrix using Eqs. (16), (17), considering whether the criterion is benefit and cost criteria.
- Convert the neutrosophic evaluation values to crisp values, as in Eq. (23).

$$
\begin{equation*}
S(a)=\frac{1}{8}\left(a_{1}+b_{1}+c_{1}\right) \times(2+\alpha-\theta-\beta) \tag{23}
\end{equation*}
$$

- Step 5: Find the weighted decision matrix based on BWM.
- Find the best, and the worst criterion according do decision-makers experience or preference
- Construct the best-to-other vector and others-to-worst vector based on the scale $[0,1]$
- Use the BWM model $(24,25)$ to find the weight vector
- Step 6: Calculate the BAA matrix using Eqs. (19), (20).
- Step 7: Find the distance between the alternatives and BAA matrix to define the alternatives in the upper approximation area, BAA, and lower approximation area, as in Eq. (21).
- Step 8: Using Eq. (22), rank the alternatives.


## 5 Numerical Application and Results

The proposed approach evaluates a major MCDM problem, which is the supplier selection in the healthcare industry. As a case study, we simulate a supplier selection at a private healthcare firm in Malaysia that owns both a wholesaler and a chain of medical clinics. Wholesaler includes an administrative center and a single warehouse that collects products from five different suppliers. They are seeking to find the best supplier to execute a large supply order.

A committee of four experts who have a long experience in healthcare devices met to help in this decision. They defined a set of nine criteria that must be considered while evaluating the five alternatives. These criteria are:

- product quality (C1),
- supplier expedites emergency orders (C2),
- supplier adequately test new products (C3),
- technology service: problem-solving (C4),
- technology service: responsiveness (C5),
- the supplier provides technical assistance (C6),
- the supplier provides notice of product problems (C7),
- consistency of delivered product (C8), and
- accuracy in filling orders (C9).

The hierarchy of this case is presented in Fig. 3.


Figure 3: Healthcare industry hierarchy
Applying the proposed integrated approach in the case of a health care company in Malaysia will be as follows:

According to the neutrosophic linguistic scale in Tab. 1, the five suppliers will be evaluated by the group of decision-makers, as in Tab. 2:

Table 2: Evaluation matrix

| Alternatives | DM | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A1 | DM1 | HS | ES | ES | HS | PS | ES | ES | PS | PS |
|  | DM2 | VHS | HS | VHS | ES | PS | ES | HS | PS | HS |
|  | DM3 | AS | VHS | PS | ES | HS | PS | ES | ES | ES |
|  | DM4 | HS | ES | HS | ES | ES | ES | PS | PS | ES |
| A2 | DM1 | ES | ES | HS | HS | HS | ES | ES | HS | PS |
|  | DM2 | HS | ES | VHS | HS | HS | PS | PS | ES | HS |
|  | DM3 | HS | VHS | HS | PS | PS | PS | HS | ES | PS |
|  | DM4 | VHS | HS | PS | ES | HS | ES | ES | PS | ES |
| A3 | DM1 | AS | VHS | VHS | HS | VHS | HS | ES | HS | HS |
|  | DM2 | HS | ES | HS | HS | HS | ES | HS | HS | HS |
|  | DM3 | AS | VHS | ES | VHS | HS | ES | HS | ES | PS |
|  | DM4 | VHS | VHS | VHS | HS | HS | HS | PS | ES | ES |
|  | DM1 | ES | ES | HS | PS | PS | ES | PS | PS | ES |
|  | DM2 | HS | ES | PS | PS | HS | HS | ES | ES | PS |
|  | DM3 | ES | HS | HS | HS | ES | ES | HS | PS | PS |
|  | DM4 | HS | PS | HS | HS | HS | PS | ES | HS | PS |

Table 2 (continued).

| Alternatives | DM | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A5 | DM1 | HS | VHS | HS | HS | HS | ES | ES | ES | ES |
|  | DM2 | HS | ES | VHS | PS | ES | PS | HS | ES | PS |
|  | DM3 | AS | ES | HS | PS | PS | HS | ES | PS | PS |
|  | DM4 | ES | VHS | ES | VHS | ES | ES | PS | ES | ES |

To handle the uncertainty of information, the evaluation values will be transformed into rough numbers to define the upper and lower limits of the evaluation, as discussed in Section 3.3. The evaluation matrix is represented in rough numbers in Tab. 3. Then, the plithogenic aggregation operator-assisted in combining the assessment of the four decision-makers. The contradiction degree of the criteria was defined to ensure more accurate gathering, as shown in Tab. 4. After converting the evaluation to crisp values as in Eq. (23), the normalized decision matrix must be calculated based on the nature of the criteria, as expressed in Eqs. (16), (17), and the result is presented in Tab. 5.

Table 3: Evaluation matrix by rough numbers

|  |  | C 1 | C 2 | C 3 |
| ---: | :--- | :--- | :--- | :--- |
| A1 DM1 | $[((0.70,0.65,0.80), 0.9,0.2,0.1)$, | $[(0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.53,0.48,0.6), 0.7,0.1,0.5)$, |  |
|  | $((0.81,0.76,0.86), 0.85,0.18,0.13)]$ | $((0.73,0.68,0.78), 0.8,0.15,0.13)]$ | $((0.75,0.7,0.8), 0.8,0.17,0.13)]$ |  |
| DM2 | $[((0.77,0.72,0.83), 0.83,0.2,0.13)$, | $[((0.67,0.62,0.73), 0.83,0.13,0.1)$, | $[((0.66,0.61,0.73), 0.75,0.15,0.15)$, |  |
|  | $((0.93,0.88,0.93), 0.8,0.15,0.15)]$ | $((0.8,0.75,0.85), 0.8,0.2,0.15)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ |  |
| DM3 | $[((0.81,0.76,0.86), 0.85,0.18,0.13)$, | $[((0.73,0.68,0.78), 0.8,0.15,0.13)$, | $[((0.40,0.35,0.50), 0.6,0.1,0.2)$, |  |
|  | $((0.95,0.90,0.95), 0.9,0.10,0.10)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.66,0.61,0.73), 0.75,0.15,0.15)]$ |  |
| DM4 | $[((0.70,0.65,0.80), 0.9,0.2,0.1)$, | $[(0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.58,0.53,0.67), 0.77,0.13,0.13)$, |  |
|  | $((0.81,0.76,0.86), 0.85,0.18,0.13)]$ | $((0.73,0.68,0.78), 0.8,0.15,0.13)]$ | $((0.8,0.75,0.85), 0.8,0.2,0.15)]$ |  |
| A2 | DM1 | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[(0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.6,0.55,0.7), 0.8,0.17,0.13)$, |
|  | $((0.74,0.69,0.8), 0.83,0.18,0.13)]$ | $((0.73,0.68,0.78), 0.8,0.15,0.13)]$ | $((0.77,0.72,0.83), 0.83,0.2,0.13)]$ |  |
| DM2 | $[((0.68,0.63,0.77), 0.87,0.17,0.1)$, | $[((0.67,0.62,0.73), 0.83,0.13,0.1)$, | $[((0.68,0.63,0.75), 0.78,0.18,0.15)$, |  |
|  | $((0.77,0.72,0.83), 0.83,0.2,0.13)]$ | $((0.8,0.75,0.85), 0.8,0.2,0.15)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ |  |
| DM3 | $[((0.68,0.63,0.77), 0.87,0.17,0.1)$, | $[((0.73,0.68,0.78), 0.8,0.15,0.13)$, | $[((0.6,0.55,0.7), 0.8,0.17,0.13)$, |  |
|  | $((0.77,0.72,0.83), 0.83,0.2,0.13)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.77,0.72,0.83), 0.83,0.2,0.13)]$ |  |
| DM4 | $[((0.74,0.69,0.8), 0.83,0.18,0.13)$, | $[(0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.40,0.35,0.50), 0.6,0.1,0.2)$, |  |
|  | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.73,0.68,0.78), 0.8,0.15,0.13)]$ | $((0.68,0.63,0.75), 0.78,0.18,0.15)]$ |  |
| A3 | DM1 | $[((0.88,0.83,0.9), 0.85,0.15,0.13)$, | $[((0.84,0.79,0.85), 0.73,0.18,0.18)$, | $[((0.79,0.74,0.83), 0.78,0.18,0.15)$, |
|  | $((0.95,0.90,0.95), 0.9,0.10,0.10)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ |  |
| DM2 | $[((0.70,0.65,0.80), 0.9,0.2,0.1)$, | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.68,0.63,0.75), 0.85,0.15,0.1)$, |  |
|  | $((0.88,0.83,0.9), 0.85,0.15,0.13)]$ | $((0.84,0.79,0.85), 0.73,0.18,0.18)]$ | $((0.83,0.78,0.87), 0.77,0.2,0.17)]$ |  |
| DM3 | $[((0.88,0.83,0.9), 0.85,0.15,0.13)$, | $[((0.84,0.79,0.85), 0.73,0.18,0.18)$, | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, |  |
|  | $((0.95,0.90,0.95), 0.9,0.10,0.10)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.79,0.74,0.83), 0.78,0.18,0.15)]$ |  |
| DM4 | $[((0.8,0.75,0.85), 0.8,0.2,0.15)$, | $[((0.84,0.79,0.85), 0.73,0.18,0.18)$, | $[((0.79,0.74,0.83), 0.78,0.18,0.15)$, |  |
|  | $((0.93,0.88,0.93), 0.83,0.13,0.13)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ |  |

Table 3 (continued).

| A4 DM1 | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.6,0.55,0.65), 0.78,0.13,0.13)$, | $[((0.55,0.5,0.65), 0.75,0.15,0.15)$, |
| ---: | :--- | :--- | :--- | :--- |
|  | $((0.68,0.63,0.75), 0.85,0.15,0.1)]$ | $((0.70,0.65,0.80), 0.9,0.2,0.1)]$ | $((0.70,0.65,0.80), 0.9,0.2,0.1)]$ |
| DM2 | $[((0.68,0.63,0.75), 0.85,0.15,0.1)$, | $[((0.57,0.52,0.63), 0.73,0.1,0.13)$, | $[((0.40,0.35,0.50), 0.6,0.1,0.2)$, |
|  | $((0.70,0.65,0.80), 0.9,0.2,0.1)]$ | $((0.67,0.62,0.73), 0.83,0.13,0.1)]$ | $((0.55,0.5,0.65), 0.75,0.15,0.15)]$ |
| DM3 | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.40,0.35,0.50), 0.6,0.1,0.2)$, | $[((0.55,0.5,0.65), 0.75,0.15,0.15)$, |
|  | $((0.68,0.63,0.75), 0.85,0.15,0.1)]$ | $((0.6,0.55,0.65), 0.78,0.13,0.13)]$ | $((0.70,0.65,0.80), 0.9,0.2,0.1)]$ |
| DM4 | $[((0.68,0.63,0.75), 0.85,0.15,0.1)$, | $[((0.57,0.52,0.63), 0.73,0.1,0.13)$, | $[((0.55,0.5,0.65), 0.75,0.15,0.15)$, |
|  | $((0.70,0.65,0.80), 0.9,0.2,0.1)]$ | $((0.67,0.62,0.73), 0.83,0.13,0.1)]$ | $((0.70,0.65,0.80), 0.9,0.2,0.1)]$ |
| A5 DM1 | $[((0.68,0.63,0.77), 0.87,0.17,0.1)$, | $[((0.78,0.73,0.8), 0.75,0.15,0.15)$, | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, |
|  | $((0.78,0.73,0.85), 0.9,0.17,0.1)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.74,0.69,0.8), 0.83,0.18,0.13)]$ |
| DM2 | $[((0.68,0.63,0.77), 0.87,0.17,0.1)$, | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.68,0.63,0.77), 0.87,0.17,0.1)$, |
|  | $((0.78,0.73,0.85), 0.9,0.17,0.1)]$ | $((0.78,0.73,0.8), 0.75,0.15,0.15)]$ | $((0.77,0.72,0.83), 0.83,0.2,0.13)]$ |
| DM3 | $[((0.75,0.7,0.81), 0.88,0.15,0.1)$, | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.68,0.63,0.77), 0.87,0.17,0.1)$, |
|  | $((0.95,0.90,0.95), 0.9,0.10,0.10)]$ | $((0.78,0.73,0.8), 0.75,0.15,0.15)]$ | $((0.77,0.72,0.83), 0.83,0.2,0.13)]$ |
| DM4 | $[((0.65,0.60,0.70), 0.8,0.1,0.1)$, | $[((0.78,0.73,0.8), 0.75,0.15,0.15)$, | $[((0.74,0.69,0.8), 0.83,0.18,0.13)$, |
|  | $((0.75,0.7,0.81), 0.88,0.15,0.1)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ | $((0.90,0.85,0.90), 0.7,0.2,0.2)]$ |
|  | C 4 | $C 5$ | $C 6$ |

A1 DM1 $[((0.66,0.61,0.73), 0.83,0.13,0.1), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2), \quad[((0.59,0.54,0.65), 0.75,0.1,0.13)$, $((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad((0.54,0.49,0.63), 0.73,0.13,0.15)] \quad((0.65,0.60,0.70), 0.8,0.1,0.1)]$
DM2 $[((0.65,0.60,0.70), 0.8,0.1,0.1), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2), \quad[((0.59,0.54,0.65), 0.75,0.1,0.13)$, $((0.66,0.61,0.73), 0.83,0.13,0.1)] \quad((0.54,0.49,0.63), 0.73,0.13,0.15)] \quad((0.65,0.60,0.70), 0.8,0.1,0.1)]$
DM3 [((0.65,0.60,0.70), 0.8,0.1,0.1), $\quad[((0.54,0.49,0.63), 0.73,0.13,0.15), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, $((0.66,0.61,0.73), 0.83,0.13,0.1)] \quad((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad((0.59,0.54,0.65), 0.75,0.1,0.13)]$
DM4 $[((0.65,0.60,0.70), 0.8,0.1,0.1), \quad[((0.45,0.43,0.57), 0.65,0.1,0.17), \quad[((0.59,0.54,0.65), 0.75,0.1,0.13)$, $((0.66,0.61,0.73), 0.83,0.13,0.1)] \quad((0.68,0.63,0.75), 0.85,0.15,0.1)] \quad((0.65,0.60,0.70), 0.8,0.1,0.1)]$
A2 DM1 $[((0.61,0.56,0.7), 0.8,0.15,0.13), \quad[((0.55,0.5,0.65), 0.75,0.15,0.15), \quad[((0.53,0.48,0.6), 0.7,0.1,0.15)$, $((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad(0.65,0.60,0.70), 0.8,0.1,0.1)]$
DM2 $[((0.61,0.56,0.7), 0.8,0.15,0.13), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, $((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad((0.55,0.5,0.65), 0.75,0.15,0.15)] \quad((0.53,0.48,0.6), 0.7,0.1,0.15)]$
DM3 $[((0.40,0.35,0.50), 0.6,0.1,0.2), \quad[((0.55,0.5,0.65), 0.75,0.15,0.15), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, $((0.61,0.56,0.7), 0.8,0.15,0.13)] \quad((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad((0.53,0.48,0.6), 0.7,0.1,0.15)]$
DM4 [((0.53,0.48,0.6),0.7,0.1,0.15), $\quad[((0.55,0.5,0.65), 0.75,0.15,0.15), \quad[((0.53,0.48,0.6), 0.7,0.1,0.15)$, $((0.68,0.63,0.77), 0.87,0.17,0.1)] \quad((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad(0.65,0.60,0.70), 0.8,0.1,0.1)]$
A3 DM1 $[((0.70,0.65,0.80), 0.9,0.2,0.1), \quad[((0.70,0.65,0.80), 0.9,0.2,0.1), \quad[((0.66,0.61,0.73), 0.83,0.13,0.1)$, $((0.75,0.7,0.83), 0.85,0.2,0.13)] \quad((0.75,0.7,0.83), 0.85,0.2,0.13)] \quad((0.70,0.65,0.80), 0.9,0.2,0.1)]$

DM2 [((0.70,0.65,0.80), 0.9,0.2,0.1) $((0.75,0.7,0.83), 0.85,0.2,0.13)]$
DM3 [((0.75,0.7,0.83), $0.85,0.2,0.13)$, ( $(0.90,0.85,0.90), 0.7,0.2,0.2)]$
DM4 [((0.70,0.65,0.80), 0.9,0.2,0.1) $((0.75,0.7,0.83), 0.85,0.2,0.13)] \quad((0.75,0.7,0.83), 0.85,0.2,0.13)] \quad((0.66,0.61,0.73), 0.83,0.13,0.1)]$

| A4 | DM1 | $\begin{aligned} & {[((0.53,0.48,0.6), 0.7,0.1,0.15),} \\ & (0.65,0.60,0.70), 0.8,0.1,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | DM2 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.53,0.48,0.6), 0.7,0.1,0.15)] \end{aligned}$ | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \end{aligned}$ |
|  | DM3 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.53,0.48,0.6), 0.7,0.1,0.15)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.61,0.56,0.7), 0.8,0.15,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ |
|  | DM4 | $\begin{aligned} & {[((0.53,0.48,0.6), 0.7,0.1,0.15),} \\ & (0.65,0.60,0.70), 0.8,0.1,0.1)] \\ & \hline \end{aligned}$ | $\begin{aligned} & {[((0.53,0.48,0.6), 0.7,0.1,0.15),} \\ & ((0.68,0.63,0.77), 0.87,0.17,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \end{aligned}$ |
| A5 | DM1 | $\begin{aligned} & {[((0.5,0.45,0.6), 0.7,0.13,0.17),} \\ & ((0.8,0.75,0.85), 0.8,0.2,0.15)] \end{aligned}$ | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ |
|  | DM2 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2),} \\ & ((0.6,0.55,0.68), 0.7,0.15,0.18)] \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \end{aligned}$ |
|  | DM3 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2),} \\ & ((0.6,0.55,0.68), 0.7,0.15,0.18)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ |
|  | DM4 | $\begin{aligned} & {[((0.6,0.55,0.68), 0.7,0.15,0.18),} \\ & ((0.90,0.85,0.90), 0.7,0.2,0.2)] \\ & \hline \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \\ & \hline \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13),} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \\ & \hline \end{aligned}$ |
|  |  | C7 | C8 | C9 |
| A1 | DM1 | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.46,0.41,0.55), 0.65,0.1,0.18)] \end{aligned}$ | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ |
|  | DM2 | $[((0.57,0.52,0.63), 0.73,0.1,0.13)$, <br> $((0.67,0.62,0.73), 0.83,0.13,0.1)]$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.46,0.41,0.55), 0.65,0.1,0.18)] \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \end{aligned}$ |
|  | DM3 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.46,0.41,0.55), 0.65,0.1,0.18)} \\ & (0.65,0.60,0.70), 0.8,0.1,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ |
|  | DM4 | [((0.57,0.52,0.63), $0.73,0.1,0.13)$, $((0.67,0.62,0.73), 0.83,0.13,0.1)]$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.46,0.41,0.55), 0.65,0.1,0.18)] \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \\ & \hline \end{aligned}$ |
| A2 | DM1 | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.6,0.55,0.65), 0.78,0.13,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.54,0.49,0.63), 0.73,0.13,0.15)] \end{aligned}$ |
|  | DM2 | [((0.57,0.52,0.63),0.73,0.1,0.13), <br> ( $(0.67,0.62,0.73), 0.83,0.13,0.1)]$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.54,0.49,0.63), 0.73,0.13,0.15)] \end{aligned}$ |
|  | DM3 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.6,0.55,0.65), 0.78,0.13,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.54,0.49,0.63), 0.73,0.13,0.15)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ |
|  | DM4 | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \\ & \hline \end{aligned}$ | $\begin{aligned} & {[((0.57,0.52,0.63), 0.73,0.1,0.13)} \\ & ((0.67,0.62,0.73), 0.83,0.13,0.1)] \\ & \hline \end{aligned}$ | $\begin{aligned} & {[((0.45,0.43,0.57), 0.65,0.1,0.17),} \\ & ((0.68,0.63,0.75), 0.85,0.15,0.1)] \\ & \hline \end{aligned}$ |
| A3 | DM1 | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ |
|  | DM2 | $[((0.61,0.56,0.7), 0.8,0.15,0.13)$, <br> ((0.70,0.65,0.80),0.9,0.2,0.1)] | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.61,0.56,0.7), 0.8,0.15,0.13)} \\ & ((0.70,0.65,0.80), 0.9,0.2,0.1)] \end{aligned}$ |
|  | DM3 | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2),} \\ & ((0.61,0.56,0.7), 0.8,0.15,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.61,0.56,0.7), 0.8,0.15,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.40,0.35,0.50), 0.6,0.1,0.2)} \\ & ((0.61,0.56,0.7), 0.8,0.15,0.13)] \end{aligned}$ |
|  | DM4 | $\begin{aligned} & {[((0.53,0.48,0.6), 0.7,0.1,0.15),} \\ & ((0.68,0.63,0.77), 0.87,0.17,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.53,0.48,0.6), 0.7,0.1,0.15)} \\ & ((0.68,0.63,0.77), 0.87,0.17,0.1)] \end{aligned}$ | $\begin{aligned} & {[((0.53,0.48,0.6), 0.7,0.1,0.15)} \\ & ((0.68,0.63,0.77), 0.87,0.17,0.1)] \end{aligned}$ |

Table 3 (continued).
A4 DM1 $[((0.6,0.55,0.65), 0.78,0.13,0.13), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, ((0.70,0.65,0.80),0.9,0.2,0.1)]
DM2 [((0.57,0.52,0.63), 0.73, 0.1, 0.13), ((0.67,0.62,0.73),0.83,0.13,0.1)]
DM3 [((0.40,0.35,0.50), 0.6,0.1,0.2), $((0.6,0.55,0.65), 0.78,0.13,0.13)]$
DM4 [((0.57,0.52,0.63), 0.73,0.1,0.13), $((0.67,0.62,0.73), 0.83,0.13,0.1)]$
A5 DM1 [((0.6,0.55,0.65), $0.78,0.13,0.13)$, ((0.70,0.65,0.80),0.9,0.2,0.1)]
DM2 [((0.57,0.52,0.63), 0.73, 0.1, 0.13), $((0.67,0.62,0.73), 0.83,0.13,0.1)]$
DM3 [((0.40,0.35,0.50), 0.6,0.1,0.2), ( $(0.6,0.55,0.65), 0.78,0.13,0.13)]$
DM4 [((0.57,0.52,0.63), $0.73,0.1,0.13)$, $((0.67,0.62,0.73), 0.83,0.13,0.1)]$
((0.46,0.41,0.55),0.65,0.1,0.18)] [((0.40,0.35,0.50), 0.6,0.1,0.2), $\begin{array}{ll}{[((0.40,0.35,0.50), 0.6,0.1,0.2),} & {[((0.40,0.35,0.50), 0.6,0.1,0.2),} \\ ((0.54,0.49,0.63), 0.73,0.13,0.15)] & ((0.46,0.41,0.55), 0.65,0.1,0.18)]\end{array}$ $[((0.54,0.49,0.63), 0.73,0.13,0.15), \quad[((0.46,0.41,0.55), 0.65,0.1,0.18)$, $((0.70,0.65,0.80), 0.9,0.2,0.1)] \quad(0.65,0.60,0.70), 0.8,0.1,0.1)]$ $[((0.45,0.43,0.57), 0.65,0.1,0.17), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, $((0.68,0.63,0.75), 0.85,0.15,0.1)] \quad((0.46,0.41,0.55), 0.65,0.1,0.18)]$ $[((0.59,0.54,0.65), 0.75,0.1,0.13), \quad[((0.53,0.48,0.6), 0.7,0.1,0.15)$, $((0.65,0.60,0.70), 0.8,0.1,0.1)] \quad(0.65,0.60,0.70), 0.8,0.1,0.1)]$ $[((0.59,0.54,0.65), 0.75,0.1,0.13), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, $((0.65,0.60,0.70), 0.8,0.1,0.1)] \quad((0.53,0.48,0.6), 0.7,0.1,0.15)]$ $[((0.40,0.35,0.50), 0.6,0.1,0.2), \quad[((0.40,0.35,0.50), 0.6,0.1,0.2)$, $((0.59,0.54,0.65), 0.75,0.1,0.13)] \quad((0.53,0.48,0.6), 0.7,0.1,0.15)]$ $[((0.59,0.54,0.65), 0.75,0.1,0.13), \quad[((0.53,0.48,0.6), 0.7,0.1,0.15)$, $((0.65,0.60,0.70), 0.8,0.1,0.1)] \quad(0.65,0.60,0.70), 0.8,0.1,0.1)]$

Table 4: Aggregation result

| C1 | C2 | C3 |
| :---: | :---: | :---: |
| A1 [((0.31,0.7,1), 0.87,0.2,0.12), $((0.58,0.83,1), 0.85,0.15,0.13)]$ | $\begin{aligned} & {[((0.29,0.63,0.97), 0.81,0.12,0.11)} \\ & ((0.46,0.74,0.99), 0.78,0.18,0.15)] \end{aligned}$ | $\begin{aligned} & {[((0.23,0.49,0.89), 0.72,0.12,0.25),} \\ & ((0.52,0.73,0.97), 0.76,0.18,0.16)] \end{aligned}$ |
| A2 $[((0.22,0.64,1), 0.84,0.16,0.11)$, ((0.39,0.75,0.1),0.8,0.2,0.15)] | $\begin{aligned} & {[((0.29,0.63,0.97), 0.81,0.12,0.11)} \\ & ((0.46,0.74,0.99), 0.78,0.18,0.15)] \end{aligned}$ | $\begin{aligned} & {[((0.25,0.52,0.91), 0.75,0.16,0.15),} \\ & ((0.53,0.73,0.97), 0.79,0.2,0.15)] \end{aligned}$ |
| A2 $[((0.43,0.77,1), 0.85,0.18,0.13)$, ((0.74,0.88,1),0.87,0.12,0.12)] | $\begin{aligned} & {[((0.47,0.74,0.99), 0.75,0.16,0.16),} \\ & ((0.67,0.84,0.99), 0.71,0.2,0.2)] \end{aligned}$ | $\begin{aligned} & {[((0.44,0.68,0.95), 0.8,0.15,0.13)} \\ & ((0.66,0.81,0.98), 0.74,0.2,0.18)] \end{aligned}$ |
| A4 $[((0.2,0.62,0.99), 0.83,0.13,0.1)$, ( $(0.23,0.64,1), 0.88,0.18,0.1)]$ | $\begin{aligned} & {[((0.15,0.49,0.93), 0.71,0.11,0.15) \text {, }} \\ & ((0.27,0.61,0.97), 0.84,0.15,0.11)] \end{aligned}$ | $\begin{aligned} & {[((0.2,0.46,0.88), 0.71,0.14,0.16)} \\ & ((0.36,0.61,0.95), 0.86,0.19,0.11)] \end{aligned}$ |
| $\begin{gathered} \text { A5 }[((0.23,0.64,1), 0.86,0.15,0.1), \\ ((0.43,0.77,1), 0.9,0.15,0.1)] \\ \hline \end{gathered}$ | $\begin{gathered} {[((0.34,0.67,0.98), 0.78,0.13,0.13),} \\ ((0.56,0.79,0.99), 0.73,0.18,0.18)] \end{gathered}$ | $\begin{aligned} & {[((0.39,0.64,0.95), 0.84,0.16,0.11)} \\ & ((0.55,0.75,0.97), 0.8,0.2,0.15)] \end{aligned}$ |
| C4 | C5 | C6 |
| A1 $\begin{array}{r}{[((0.43,0.6,0.88), 0.81,0.11,0.1),} \\ ((0.46,0.62,0.9), 0.85,0.15,0.1)]\end{array}$ | $\begin{aligned} & {[((0.31,0.41,0.69), 0.65,0.11,0.18)} \\ & ((0.48,0.57,0.81), 0.8,0.15,0.13)] \end{aligned}$ | $\begin{aligned} & {[((0.49,0.49,0.66), 0.71,0.1,0.15),} \\ & ((0.59,0.59,0.73), 0.79,0.1,0.11)] \end{aligned}$ |
| A2 $[((0.31,0.49,0.82), 0.73,0.13,0.15)$, $((0.46,0.62,0.91), 0.87,0.18,0.11)]$ | $\begin{aligned} & {[((0.37,0.46,0.74), 0.71,0.14,0.16)} \\ & ((0.53,0.61,0.86), 0.86,0.19,0.11)] \end{aligned}$ | $\begin{aligned} & {[((0.42,0.42,0.6), 0.65,0.1,0.18)} \\ & ((0.54,0.54,0.7), 0.75,0.1,0.13)] \end{aligned}$ |
| A2 $[((0.51,0.66,0.93), 0.89,0.2,0.11)$, ( $(0.61,0.74,0.95), 0.81,0.2,0.15)]$ | $\begin{aligned} & {[((0.59,0.66,0.89), 0.89,0.2,0.11)} \\ & ((0.69,0.74,0.91), 0.81,0.2,0.15)] \end{aligned}$ | $\begin{aligned} & {[((0.61,0.6,0.75), 0.81,0.11,0.1)} \\ & ((0.63,0.62,0.78), 0.85,0.15,0.1)] \end{aligned}$ |
| A4 [((0.24,0.42,0.77), $0.65,0.1,0.18)$, ( $(0.36,0.54,0.84), 0.75,0.1,0.13)]$ | $\begin{aligned} & {[((0.4,0.49,0.75), 0.73,0.13,0.15)} \\ & ((0.54,0.62,0.86), 0.87,0.18,0.11)] \end{aligned}$ | $\begin{aligned} & {[((0.48,0.49,0.65), 0.71,0.11,0.15)} \\ & ((0.61,0.61,0.77), 0.84,0.15,0.11)] \end{aligned}$ |
| $\begin{aligned} \text { A5 } \\ {[((0.25,0.43,0.78), 0.65,0.12,0.19),} \\ ((0.52,0.68,0.92), 0.73,0.18,0.18)] \end{aligned}$ | $\begin{aligned} & {[((0.39,0.49,0.73), 0.71,0.11,0.15)} \\ & ((0.53,0.61,0.83), 0.84,0.15,0.11)] \end{aligned}$ | $\begin{aligned} & {[((0.48,0.49,0.65), 0.71,0.11,0.15),} \\ & ((0.61,0.61,0.77), 0.84,0.15,0.11)] \end{aligned}$ |

Table 4 (continued).

|  | C 7 | C 8 | C 9 |
| :---: | :--- | :--- | :--- | :--- |
| A1 | $[((0.57,0.49,0.56), 0.71,0.11,0.15)$, | $[((0.55,0.37,0.37), 0.61,0.1,0.2)$, | $[((0.76,0.49,0.38), 0.71,0.11,0.15)$, |
|  | $((0.7,0.61,0.7), 0.84,0.15,0.11)]$ | $((0.65,0.46,0.45), 0.69,0.1,0.16)]$ | $((0.85,0.61,0.53), 0.84,0.15,0.11)]$ |
| A2 $[((0.57,0.49,0.56), 0.71,0.11,0.15)$, | $[((0.67,0.49,0.47), 0.71,0.11,0.15)$, | $[((0.68,0.41,0.32), 0.65,0.11,0.18)$, |  |
|  | $((0.7,0.61,0.7), 0.84,0.15,0.11)]$ | $((0.78,0.61,0.61), 0.84,0.15,0.11)]$ | $((0.82,0.57,0.5), 0.8,0.15,0.13)]$ |
| A2 $[((0.58,0.49,0.59), 0.73,0.13,0.15)$, | $[((0.67,0.49,0.49), 0.73,0.13,0.15)$, | $[((0.76,0.49,0.4), 0.73,0.13,0.15)$, |  |
|  | $((0.71,0.62,0.74), 0.87,0.18,0.11)]$ | $((0.79,0.62,0.66), 0.87,0.18,0.11)]$ | $((0.85,0.62,0.59), 0.87,0.18,0.11)]$ |
| A4 $\quad[((0.57,0.49,0.56), 0.71,0.11,0.15)$, | $[((0.59,0.41,0.41), 0.65,0.11,0.18)$, | $[((0.64,0.37,0.29), 0.61,0.1,0.2)$, |  |
| $\quad((0.7,0.61,0.7), 0.84,0.15,0.11)]$ | $((0.74,0.57,0.58), 0.8,0.15,0.13)]$ | $((0.73,0.46,0.36), 0.69,0.1,0.16)]$ |  |
| A5 $[((0.57,0.49,0.56), 0.71,0.11,0.15)$, | $[((0.68,0.49,0.48), 0.71,0.1,0.15)$, | $[((0.69,0.42,0.32), 0.65,0.1,0.18)$, |  |
|  | $((0.7,0.61,0.7), 0.84,0.15,0.11)]$ | $((0.76,0.59,0.56), 0.79,0.1,0.11)]$ | $((0.8,0.54,0.43), 0.75,0.1,0.13)]$ |

Table 5: Normalized matrix

|  | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A1 | $[0.48,0.66]$ | $[0.69,0.59]$ | $[0.05,0.53]$ | $[0.52,0.60]$ | $[0.00,0.00]$ | $[0.37,0.56]$ | $[0,0]$ | $[0,0]$ | $[0.76,0.88]$ |
| A2 | $[0.08,0.19]$ | $[0.69,0.59]$ | $[0.26,0.61]$ | $[0.29,0.59]$ | $[0.21,0.21]$ | $[0,0]$ | $[0,0]$ | $[0.94,0.12]$ | $[-2.44,0.64]$ |
| A3 | $[1,1]$ | $[1.00,1]$ | $[1,1]$ | $[1,1]$ | $[1,1]$ | $[1,1]$ | $[1,1]$ | $[1,1.204$ | $[1,1]$ |
| A4 | $[0,0]$ | $[0,0]$ | $[0,0]$ | $[0,0]$ | $[0.315,0.3147]$ | $[0.3304,0.8185]$ | $[0,0]$ | $[0.62,0.97]$ | $[0.0000,0.0000]$ |
| A5 | $[0.2,0.48]$ | $[0.78,0.77]$ | $[0.92,0.75]$ | $[0.01,0.50]$ | $[0.28,0.28]$ | $[0.33,0.82]$ | $[0,0]$ | $[1,1]$ | $[-2.14,0.45]$ |

To evaluate the weights of the criteria, BWM is applied. Decision-makers define the product quality as the most desired criterion and accuracy in filling the order as the least preferred criterion. According to the importance rating scale, best-to-other, and others-to-worst vectors were determined as in Tabs. 6 and 7. After applying the BWM model, the weight vector resulted is presented in Tab. 8. The result of the BWM to weight the set of criteria shows that the product quality $(\mathrm{C} 1)$ criterion is the highest with weight 0.315 , and the lowest one has the accuracy in filling the order (C9) with weight 0.027 . The rest of the criteria are arranged as follows: supplier expenditure emergency order (C2) with weight 0.192 , technology service: problemsolving (C4) with weight 0.128 , supplier adequately test new products (C3) with weight 0.096 , technology service: responsiveness (C5) with weight 0.077 , the supplier provides notice of product problems (C7) with weight 0.064 , the supplier provides technical assistance (C6) with weight 0.055 , and consistency of delivered product (C8) with weight 0.048 .

Based on the weight vector determined by BWM, the weighted matrix (Tab. 9) was calculated as Eq. (18) shows. According to Eqs. (19), (20), rough BAA can be calculated, as shown in Tab. 10.

Table 6: Best-to-others vector

| Best-to-Others | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| C1 | 0.1 | 0.2 | 0.4 | 0.3 | 0.5 | 0.7 | 0.6 | 0.8 | 0.9 |

Table 7: Other-to-worst vector

| Others-to-Worst | C 9 |
| :--- | :--- |
| C 1 | 0.9 |
| C 2 | 0.8 |
| C 3 | 0.6 |
| C 4 | 0.7 |
| C 5 | 0.5 |
| C 6 | 0.3 |
| C 7 | 0.4 |
| C 8 | 0.2 |
| C 9 | 0.1 |

Table 8: Weight vector

|  | C 1 | C 2 | C 3 | C 4 | C 5 | C 6 | C 7 | C 8 | C9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Weights | 0.315 | 0.192 | 0.096 | 0.128 | 0.077 | 0.055 | 0.064 | 0.048 | 0.027 |

Table 9: Weighted matrix

|  | C 1 | C 2 | C 3 | C 4 | C 5 | C 6 | C 7 | C 8 | C 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A1 | $[0.46,0.52]$ | $[0.32,0.31]$ | $[0.1,0.15]$ | $[0.19,0.20]$ | $[0.08,0.08]$ | $[0.08,0.09]$ | $[0.06,0.06]$ | $[0.05,0.05]$ | $[0.05,0.05]$ |
| A2 | $[0.34,0.37]$ | $[0.32,0.31]$ | $[0.1,0.15]$ | $[0.16,0.20]$ | $[0.09,0.09]$ | $[0.06,0.06]$ | $[0.06,0.06]$ | $[0.09,0.09]$ | $[-0.04,0.04]$ |
| A3 | $[0.63,0.63]$ | $[0.38,0.38]$ | $[0.1,0.19]$ | $[0.26,0.26]$ | $[0.15,0.15]$ | $[0.11,0.11]$ | $[0.13,0.13]$ | $[0.09,0.09]$ | $[0.05,0.05]$ |
| A4 | $[0.32,0.32]$ | $[0.19,0.19]$ | $[0.1,0.10]$ | $[0.13,0.13]$ | $[0.10,0.10]$ | $[0.07,0.07]$ | $[0.06,0.06]$ | $[0.08,0.08]$ | $[0.03,0.03]$ |
| A5 | $[0.38,0.47]$ | $[0.34,0.34]$ | $[0.1,0.17]$ | $[0.13,0.19]$ | $[0.10,0.10]$ | $[0.07,0.07]$ | $[0.06,0.06]$ | $[0.10,0.10]$ | $[-0.03,-0.03]$ |

Table 10: BAA matrix

|  | C 1 | C 2 | C 3 | C 4 | C 5 | C 6 | C 7 | C 8 | C 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| BAA | $[0.4128$, | $[0.3020$, | $[0.1329$, | $[0.169,0.192]$ | $[0.102,0.102]$ | $[0.075$, | $[0.074$, | $[0.079$, | $[0.038$, |
|  | $0.4489]$ | $0.2982]$ | $0.1476]$ |  |  | $0.075]$ | $0.074]$ | $0.079]$ | $0.038]$ |

The distance of the alternatives from the rough BBA is obtained using Eq. (21), and the ranking of the alternatives based on the range is calculated according to Eq. (22); the results are expressed in Tab. 11. As Fig. 4 shows, the third alternative is the best for this private healthcare company, while alternative 4 is the least preferred one. By applying the proposed approach in a supplier selection problem in the healthcare industry, the results show that:


Figure 4: Ranking of the alternatives
Table 11: Evaluating results of alternatives

|  | C 1 | C 2 | C 3 | C 4 | C 5 | C 6 | C 7 | C 8 | C 9 | Sum | Rank |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| A1 | $[0.0472$, | $[0.0180$, | $[-0.0319$, | $[0.026$, | $[-0.025$, | $[0.000$, | $[-0.010$, | $[-0.031$, | $[0.009$, | $[0.0023$, | 2 |
|  | $0.0711]$ | $0.0118]$ | $-0.0006]$ | $0.013]$ | $-0.025]$ | $0.000]$ | $-0.010]$ | $-0.031]$ | $0.009]$ | $0.0382]$ |  |
| A2 | $[-0.0728$, | $[0.0180$, | $[-0.0119$ | $[-0.004$, | $[-0.009$, | $[-0.020$, | $[-0.010$, | $[0.014$, | $[-0.077$, | $[-0.1798$, | 4 |
|  | $-0.0789]$ | $0.0118]$ | $0.0064]$ | $0.011]$ | $-0.009]$ | $-0.020]$ | $-0.010]$ | $0.014]$ | $-0.077]$ | $0.0061]$ |  |
| A3 $[0.2172$, | $[0.0780$, | $[0.0591$, | $[0.087$, | $[0.052$, | $[0.035$, | $[0.054$, | $[0.014$, | $[0.016$, | $[0.6123$, | 1 |  |
|  | $0.1811]$ | $0.0818]$ | $0.0444]$ | $0.064]$ | $0.052]$ | $0.035]$ | $0.054]$ | $0.014]$ | $0.016]$ | $0.5422]$ |  |
| A4 | $[-0.0928$, | $[-0.1120$, | $[-0.0369$, | $[-0.041$, | $[-0.001$, | $[-0.002$, | $[-0.010$, | $[-0.001$, | $[-0.011$, | $[-0.3077$, | 5 |
|  | $-0.1289]$ | $-0.1082]$ | $-0.0516]$ | $-0.064]$ | $-0.001]$ | $-0.002]$ | $-0.010]$ | $-0.001]$ | $-0.011]$ | $-0.3777]$ |  |
| A5 | $[-0.0328$, | $[0.0380$, | $[0.0511$, | $[-0.039$, | $[-0.003$, | $[-0.002$, | $[-0.010$, | $[0.017$, | $[-0.069$, | $[-0.0497$, | 3 |
|  | $0.0211]$ | $0.0418]$ | $0.0204]$ | $0.000]$ | $-0.003]$ | $-0.002]$ | $-0.010]$ | $0.017]$ | $-0.069]$ | $0.0163]$ |  |

- Decision-makers and experts in the healthcare sector defined nine criteria that control supplier selection decisions among five suppliers. Using the Best-Worst method, we found that the product quality ( C 1 ) criterion has the highest weight ( 0.315 ), and the lowest one has the accuracy in filling the order (C9) (0.027).
- The order of the weight vector is as follows: $\mathrm{C} 1>\mathrm{C} 2>\mathrm{C} 4>\mathrm{C} 3>\mathrm{C} 5>\mathrm{C} 7>\mathrm{C} 6>\mathrm{C} 8>\mathrm{C} 9$. One of the main features of BWM is the consistency ratio that measures how consistent is the comparison. The consistency ratio is 0.0129 , which means that the model is compatible.
- Using the MABAC method, the best supplier for the company based on the previously established set of criteria is the third supplier, and the least preferred is the fourth supplier. The first and the third supplier are in the upper approximation area, while the second, the fourth, and the fifth are in the lower approximation area, as shown in Fig. 4. The ranking of the suppliers on this case study is as follows: A3 > A1 > A5 > A2 > A4. As Fig. 4 shows, the alternative A3 is located at the upper corner of the upper approximation area. followed by the alternative A1 at the lower corner of the area, while the alternative A4 is located at the end of the lower approximation area, so it is the most anti-ideal alternative and at the end of the ranking.
- This study supports health care managers in looking at the problem of selecting the optimal supplier in more detail and taking into account the factor of uncertainty to which the decision-maker may be exposed to in the evaluation processes in a significant way.


## 6 Conclusions

Supplier selection is a major supply chain problem that has a lot of uncertain information, which leads to a difficult decision-making process. An integrated approach for the manipulation of uncertainty in the supplier selection process based on RNs and plithogenic set theory was applied. Firstly, we discussed the concept of plithogenic set and its aggregation operator that improve the aggregation with high consideration of uncertainty. Then, we considered the transformation of evaluation values into rough numbers to cover the upper and lower evaluation of the decision. Thirdly, the BWM was applied to evaluate and conclude the weight of the criteria. Finally, we used the MABAC method to rank the set of alternate suppliers based on the defined criteria weight that was computed by the BWM.

Our approach provides an exceptional level of consideration of uncertainty. Firstly, the group decision evaluation is presented as rough numbers that observe upper and lower approximation limits of the decision which handle the diversity of DMs' judgments. Secondly, the assessment of the DMs was combined using plithogenic aggregation operation, which considers the contradiction degree to ensure more accurate aggregated results. Thirdly, BWM was applied to identify the weight vector of the criteria, which was considered as a useful and straightforward pairwise comparison method. The consistency ratio of the BWM evaluation was computed to evaluate how consistent is the evaluation. Finally, the MABAC method was applied to assess the set of alternate suppliers using criteria weights resulted from BWM.

Some deficiency of this study is that of not highlighting the priority of decision-makers, in order to get a comprehensive view of the problem and to get the best evaluation that takes into account the weights and priority of decision-makers according to the problem. This study also needs to make comparisons of the results found through other methods. Our recommendation for the further use of this approach is to employ it in decision-making problems from different fields. Moreover, the weight vector of the criteria could be computed by various MCDM methods, instead of BWM. Also, the plithogenic set operators should add an advantage to other decision making approaches.
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