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Abstract: The demand for defect diagnoses is gradually gaining ground owing to
the growing necessity to implement safe inspection methods to ensure the durabil-
ity and quality of structures. However, conventional manpower-based inspection
methods not only incur considerable cost and time, but also cause frequent
disputes regarding defects owing to poor inspections. Therefore, the demand
for an effective and efficient defect-diagnosis model for concrete structures is
imminent, as the reduction in maintenance costs is significant from a long-term
perspective. Thus, this paper proposes a deep learning-based image object-
identification method to detect the defects of paint peeling, leakage peeling, and
leakage traces that mostly occur in underground parking lots made of concrete
structures. The deep learning-based object-detection method can replace conven-
tional visual inspection methods. A faster region-based convolutional neural net-
work (R-CNN) model was used with a training dataset of 6,281 images that
utilized a region proposal network to objectively localize the regions of interest
and detect the surface defects. The defects were classified according to their type,
and the learning of each exclusive model was ensured through test sets obtained
from real underground parking lots. As a result, average precision scores of
37.76%, 36.42%, and 61.29% were obtained for paint peeling, leakage peeling,
and leakage trace defects, respectively. Thus, this study verified the performance
of the faster RCNN-based defect-detection algorithm along with its applicability
to underground parking lots.
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1 Introduction

The quality control of civil structures has become an emerging public issue and has escalated the
importance of defect diagnosis of structures. In underground parking lots made of concrete structures,
defects are generated on the surface of the structure after a long period of repeated contraction and
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expansion caused by the constant pressure from the surrounding water and earth and its own material
characteristics. Therefore, frequent leakages occur in these parking lots owing to penetration of
underground water into the surface defects. As leakage of underground structures is a factor that
adversely affects their durability, it is important to prevent defects that cause leakages [1]. Waterproofing
of underground parking lots is mostly carried out with liquid waterproofing materials; however, their
utility is diminished when the surface is damaged by defects such as leakage and peeling on the surface
of the structures, even for small damages. Thus, surface defects in underground parking lots are a critical
problem, which undermines the structural safety and deteriorates the building quality [2]. Therefore,
periodic inspections and maintenance are necessary for the early detection of such surface defects and
ensuring building quality and durability through appropriate repair. However, in conventional methods,
routine inspections are often neglected owing to time and cost issues, despite the fact that surface defects
can be easily identified with the naked eye.

To solve such problems, an automated inspection technology has been recently developed, which can
replace the traditional human inspection method. For instance, the defect or deformation of a structure
can be detected using an ultrasonic transducer [3,4], or by receiving an abnormal signal from the installed
sensors in real time [5—7]. Although these methods have the advantage of locating and monitoring
defects, expensive equipment is required to transmit and receive signals that use a predefined threshold to
determine the defect, thus making defect-detection very challenging for diverse defects. Therefore,
research has been conducted to replace conventional methods with techniques that use the same principle
as human visual inspection, i.e., based on real image data instead of electrical signals. For instance, Wang
et al. [8] classified the damage of Masonry Historic Structures based on defect types using image data,
and Cha et al. [9] used a deep learning-based image analysis model to detect surface crack damages of a
concrete structure. Furthermore, Liang [10] proposed an image-based post-disaster inspection method for
a reinforced concrete bridge system.

These studies experimentally proved that deep learning-based image processing models can exhibit
excellent results in detecting and analyzing concrete defects with diverse patterns in various
environments. This application of deep learning-based object detection has recently become popular. By
recognizing and learning various objects in an image, it can automatically extract and analyze the
representative features of the image. Thus, this method can be effectively applied to identify atypical
features such as defects on the surface of a structure. Therefore, this study proposed a method to detect
surface defects in underground parking lots using a deep learning-based object-detection method and
experimentally verified its applicability.

2 Literature Review
2.1 Necessity of Managing Defects in Underground Parking Lots

Leakage in underground parking lots is caused by three factors: design, construction, and maintenance
[11]. The outer wall of a basement is subjected to continuous external forces owing to water pressure and
earth pressure being exerted simultaneously; therefore, water leakage can easily occur even when a small
waterproofing defect occurs during the building operation phase. In addition, water can penetrate and
spread easily when a defect occurs on the surface of a structure because the concrete constituting the
underground structure is a permeable material. Neglecting defects can lead to serious financial, functional,
and structural problems [12]. Therefore, this paper proposes an efficient image-based detection method
for defects caused by maintenance factors occurring during the operation of underground parking lots.
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2.2 Related Research on Image-Based Defect Analysis

Several studies have attempted to convert conventional manpower-based inspections to computer-aided
inspections, such as by automation of safety inspection and defect diagnosis, to ensure efficient maintenance
of structures. In particular, studies on automatically detecting and classifying defects on the surface of a
structure based on image data exist [13-25].

Image processing techniques (IPTs) for the inspection and monitoring of structural safety have been
extensively investigated in combination with various computing technologies. To identify the
characteristics of superficial damages on building and infrastructure, previous studies have presented
damage detection methods based on several IPTs such as Gabor filters and histogram of oriented gradient
(HOG) and machine learning-based methods such as support-vector machine [13], histogram shape-based
thresholding [14], and region-based segmentation [15].

Moreover, numerous researchers have focused on detecting and recognizing specific damage on the
surface of structures. For instance, Yeum et al. [16] proposed a sliding-window technique to identify
cracks near bolts on steel structures with various channel image features extracted using HOG. German
et al. [15] introduced a local-entropy-based threshold to extract spalling damage maps. Koch et al. [14]
proposed automated pothole detection in asphalt pavement images using a histogram shape-based
threshold. Their results demonstrated that each method could detect and identify specific damages in
structures such as asphalt pavement, bridges, and infrastructure with reasonable accuracy.

However, the morphological features of digital images extracted by IPT are parameter dependent [17].
Although Cheng et al. [18] proposed an effective method to determine the threshold value in real time, the
reliability of this method is significantly affected by the presence of noise in the digital images [15,19,20].

Therefore, to overcome these challenges, a deep learning-based convolutional neural network (CNN)
approach has recently been proposed to automatically attain the representative features of concrete-structure
damage based on digital images [21]. The greatest advantage of the CNN is it can learn and automatically
extract representative features from large-scale image data [21,22]. Thus, CNN-based image analysis has
been applied as a method for extracting multi-dimensional features or solving complex problems in various
fields, including face recognition, automatic driving, and object recognition tasks [23-25].

2.3 Related Research on Image-Based Defect Analysis

Numerous studies have been conducted in the civil engineering field to detect damage on the surface of
structures. For instance, Lin et al. [21] optimized a CNN technique for image analysis, which is resistant to
noise and can automatically extract damage features from a low-resolution image to detect damage on
structures. In addition, Maeda et al. [26] classified eight types of damage on road surfaces by applying
CNN as an image analysis method. Moreover, Yang et al. [22] proposed a fully convolutional network
(FCN) in their research, which can efficiently investigate and classify cracks into pixels using a computer
image-based analysis method. Furthermore, Wang et al. [8] proposed a damage classification model that
combined the CNN model with the sliding-window technique to replace manpower-based inspection of
aged concrete brick buildings.

As described above, the analysis based on the CNN model can be optimized to extract various
characteristics of the structure surface image data. In addition, several studies have been conducted to
generalize the CNN model via customization of the neural network architecture according to the target
dataset [8,22]. Interestingly, few studies have been conducted to detect leakage traces or leakage peeling.
To address this gap, this study applied the faster region-based CNN (R-CNN) model—optimized for the
object recognition method—to detect leakage traces and leakage peeling in underground parking lots.
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3 Methodology

Various surface defects on the concrete structure, wall patterns of an underground parking lot, and indoor
illumination intensity significantly influence the identification of leakage traces and leakage peeling through
images. The deep learning-based CNN can solve the problems caused by various image conditions by
learning images collected from various environments. Therefore, this study utilized a CNN-based image
analysis to overcome the limitations of conventional IPTs and applied the faster R-CNN proposed by Ren
et al. [27] for identifying specific objects in an image to detect leakage traces and leakage peeling on a
concrete surface.

3.1 Faster R-CNN

The faster R-CNN is an improved object recognition model first proposed by Girshick et al. [28]. It is
used to identify the location of an object by proposing a Region of Interest (Rol). The advanced object
detection model is advantageous in providing more sensitive damage-detection and reducing the
computational burden in the region proposal stages by replacing the selective search approach with a
convolution shared network to generate the region proposals [29]. The overall architecture consists of a
region proposal network (RPN) and a detection network, as shown in Fig. 1.

Detection Network
Bounding-box

Regression ‘t Classifier

RPN : Region Proposal Network

Feature map

CNN Shared Layers-
Pretrained Model

Figure 1: Schematic operation model of faster R-CNN (adopted from Fang et al. [30])

In addition, Fig. 2 shows the RPN operation process that consists of an FCN for generating the object
proposals, including localization information, to deliver better performance in detecting damage locations
from the concrete structure images. The probabilities of candidate objects were calculated using region
boundary box coordinates by applying the sliding window approach with the spatial window filter and
anchor box parameters to extract the Rol maps [27,31]. The region proposals of the Rol pooling were fed
into the second module—the detection network—to refine the object localization proposals. The detection
network shared the same convolutional layer with the RPN, as shown in Fig. 3.
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3.2 Development of Underground Parking Lot Defect Image Dataset

A total 0f 9,815 images and 14,842 annotations were collected using smartphones and digital cameras in
an underground parking lot to constitute the training dataset. In this study, the data collected for paint peeling,
leakage peeling, and leakage traces in the underground parking lot were used to optimize the concrete
damage detection model as shown in Fig. 4; the results are shown in Tab. 1.

(a) (b)

(©

Figure 4: Examples of defect image dataset. (a) Class 1: Paint peeling, (b) Class 2: Leakage trace, (c) Class
3: Leakage peeling

Table 1: Data distribution per class

Category

Training data Verification data Test data Total

Class 1 (paint peeling)

Class 2 (leakage traces)
Class 3 (leakage peeling)
Class 4 (leakage traces)

5299
164
818
164

1325
41
205
41

1656
51
256
51

8280
256
1279
256
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However, owing to the small number of images collected, the data augmentation strategies used
horizontal and vertical flipping with orthogonal rotation strategies in the image generation stages. As a
result, the number of images in the dataset was expanded to 157,000 through data augmentations.

4 Implementation and Results

In this study, experiments were performed using the Keras platform on a workstation with a GPU
(GeForce GTX 1080 x 8) and a CPU (Intel Xeon E5-2630 v4 @ 2.2 GHz X 20). In this experiment,
several key hyper-parameters were used in their default setting in the network, as established by Ren
et al. [27]. Thus, the network was trained using the Adam Optimizer [32] with a learning rate of
0.0001 for 50 epochs. Moreover, nine anchor shapes were used in the RPN: 128 x 128, 256 x 256, and
512 x 512, each in three aspect ratios (1:1, 1:2, and 2:1). Thereafter, the performance was evaluated with
a test set and other raw images. The region proposals having loUs greater than 0.5 were adopted for the
detection of damages in the target.

Three individual defect-detection models were designed to test the effectivity in detecting each class of
defects. Figs. 5-10 show the learning results per epoch unit for the individual models of Class 1 (peeling).
Fig. 5 shows the ratio of class matching, i.e., accuracy. Fig. 6 shows the mean overlapping box. Figs. 7 and 8
show the class and RPN loss curves for the Cls layer of faster R-CNN, respectively. Figs. 9 and 10 show the
class and RPN loss curves of the Regr layer of faster R-CNN, respectively. The success of learning is evident
from these graphs.
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0.840 1

0.835 1
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0.820 1
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Epoch

Figure 5: Accuracy of Class 1 (paint peeling)

Similarly, Figs. 11-16 show the learning results per epoch unit for the individual models of Class 2
(leakage traces). Fig. 11 shows the accuracy of class matching. Fig. 12 shows the mean overlapping box.
Figs. 13 and 14 show the class and RPN loss curves for the Cls layer of faster R-CNN. Figs. 15 and 16
show the class and RPN loss curves of the Regr layer of faster R-CNN. The success of learning was
evidently confirmed from these graphs.
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Figure 7: Cls layer class loss curve of Class 1 (paint peeling)
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Figure 8: Cls layer RPN loss curve of Class 1 (paint peeling)

Furthermore, Figs. 17-22 show the learning results per epoch unit for the individual models of Class 3
(leakage peeling). Fig. 17 shows the accuracy of class matching. Fig. 18 shows the mean overlapping box.
Figs. 19 and 20 show the class and RPN loss curves for the Cls layer of faster R-CNN, respectively. Figs. 21
and 22 show the class and RPN loss curves of the Regr layer of faster R-CNN, respectively. The learning
success was confirmed from these graphs.
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Figure 9: Regr layer class loss curve of Class 1 (paint peeling)
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Figure 10: Regr layer RPN loss curve of Class 1 (paint peeling)
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Figure 11: Accuracy of Class 2 (leakage trace)

In addition, Figs. 23-25 show the results for the test set of the detection model. The blue box shows the
prediction results for the location and type of a defect using faster R-CNN. As shown in the graph, notable
results were obtained from certain images.

An examination of the detection performance using the average precision (AP) is presented in Tab. 2.
This experiment demonstrated the feasibility of visual inspection of concrete damage in practical
environments. In this study, the performance measurement was based on the AP, as individual defect
models were developed for each class. The reference loU was set to 50% for measuring the AP. The
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overall results are presented in Tab. 2. Our proposed model achieved the AP scores of 37.76%, 61.29%, and
36.42% for the exclusive models of Class 1 (paint peeling), Class 2 (leakage traces), and Class 3 (leakage
peeling), respectively. As reflected above, despite having a small learning dataset, the detection of
patterns of Class 2 data was more accurate owing to their conspicuity when compared with other classes.
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Figure 12: Mean overlapping box of Class 2 (leakage trace)
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Figure 15: Regr layer class loss curve of Class 2 (leakage trace)
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Figure 18: Mean overlapping box of Class 3 (leakage peeling)
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Figure 20: Cls layer RPN loss curve of Class 3 (leakage peeling)
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Figure 21: Regr layer class loss curve of Class 3 (leakage peeling)
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Figure 22: Regr layer RPN loss curve of Class 3 (leakage peeling)

Figure 23: Example of defect detection for Class 1 (paint peeling)
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Figure 24: Example of defect detection for Class 2 (leakage peeling)

Figure 25: Example of defect detection for Class 3 (leakage trace)

Table 2: Average Precision (AP) measured per test data reference model

Model AP (%)
Class 1 (paint peeling) exclusive defect detection model 37.76
Class 2 (leakage traces) exclusive defect detection model 61.29
Class 3 (leakage peeling) exclusive defect detection model 36.42

5 Discussion and Conclusion

This study proposed a model that can automatically detect various defects in underground parking lots
using deep learning methodology and verified its applicability through experiments. The damage-detection
model based on faster R-CNN was used in this experiment, and the observable surface defects in an
underground parking lot were classified into three types: paint peeling, leakage peeling, and leakage trace.

Digital cameras and smart phones were used to collect 9,815 defect images with 4,032 x
1,960 resolution from underground parking lots. In this study, 6,281 images were used as training dataset
and 1,544 uncropped images were inputted for validation. Another dataset of 1,963 images was prepared
to evaluate the performance of the proposed damage-detection model.

As a result, the exclusive detection models for Class 1 (paint peeling) and Class 3 (leakage peeling)
showed AP scores of 37.76% and 36.42%, respectively. The best performance was exhibited by the
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exclusive model for Class 2 (leakage trace) with an AP score of 61.29%. This proves that a wide range of
defects in underground parking lots can be detected using image-based models.

The proposed deep learning-based defect-detection model solved the problems of poor inspection
caused by limitations such as expensive diagnosis equipment, labor cost, and lack of manpower with
respect to the conventional evaluations of safety and inspection for facility maintenance. In addition, an
efficient and proactive facility maintenance system can be implemented using this method. The facility
performance-evaluation tool proposed in this study can maximize efficiency and improve accuracy in
terms of both time and cost.
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