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Abstract: Achieving a good recognition rate for degraded document images
is difficult as degraded document images suffer from low contrast, bleed-
through, and nonuniform illumination effects. Unlike the existing baseline
thresholding techniques that use fixed thresholds and windows, the proposed
method introduces a concept for obtaining dynamic windows according to
the image content to achieve better binarization. To enhance a low-contrast
image, we proposed a new mean histogram stretching method for suppressing
noisy pixels in the background and, simultaneously, increasing pixel contrast
at edges or near edges, which results in an enhanced image. For the enhanced
image, we propose a new method for deriving adaptive local thresholds for
dynamicwindows. The dynamicwindow is derived by exploiting the advantage
of Otsu thresholding. To assess the performance of the proposed method,
we have used standard databases, namely, document image binarization con-
test (DIBCO), for experimentation. The comparative study on well-known
existing methods indicates that the proposed method outperforms the existing
methods in terms of quality and recognition rate.

Keywords: Global and local thresholding; adaptive binarization; degraded
document image; image histogram; document image binarization contest

1 Introduction

The digitization of historical documents by authors has recently become an active research
area in document analysis. This is because digitization helps preserve old records for a long time
and understand their history, which could lead to new inventions in their respective fields [1]. The
literature on document analysis revealed that optical character recognition (OCR) is a successful
system in the area of image processing and pattern recognition owing to its capability to achieve
more than 90% recognition for scanned plain background images [2,3]. However, when applied
to degraded historical document images, the OCR system cannot achieve a high recognition rate
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for plain background images. The current OCR has its inherent limitations, such as homogeneous
background, binary images, character sizes, and character fonts [4–6].

Unlike plain background images Fig. 1a, degraded historical documents suffer from bleed-
through and display severe noise due to the folding and nonuniform illumination effect. The
blur effect due to aging and degradation has caused the developed OCR to have severe issues in
performing well for degraded documents. Hence, achieving a high recognition rate for degraded
document images is still an elusive goal for researches on document analysis [7–9]. Several existing
methods have been developed to address the issue of degraded document images [10–14]. Most
of these methods are based on thresholding. Almost all of the methods were developed by
targeting plain background images but not degraded images. As a result, the existing thresholding
techniques fix constant thresholds and window sizes when binarizing document images [15–18].
Due to the unpredictable characteristics of degraded document images, the fixed thresholds and
window sizes may not work well. Fig. 1a presents the plain; 1b, the degraded historical document
images; 1c, the results of Otsu thresholding [16]; and 1d, the results of the Bataineh adaptive
thresholding technique [12]. Therefore, there is immense scope for studying automatic thresholding
and window sizes to address to the issue of background complexity. Thus, a new binarization
approach is important to solve the current issue.

Figure 1: (a) Plain background, (b) degraded images, (c) Otsu global thresholding images [16], and
(d) Bataineh adaptive local thresholding images [12]

This paper aimed to address the existing document background challenges, such as low
contrast, bleed-through, and nonuniform illumination effects, using a new technique. The proposed
method is capable of solving both the problem of a plain background and degraded document
images. The main contributions of this paper are summarized as follows:

(1) It integrates the simple and hybrid methods called the adaptive compound threshold
technique;

(2) It formulates a new mean histogram stretching (MHS) method for suppressing noisy pix-
els in the background and increasing pixel contrast at edges or near edges to enhance
the image;

(3) It derives adaptive local thresholds for dynamic window size determination using
Otsu thresholding.

The remainder of this paper is organized as follows. Section 2 presents related works. Sec-
tion 3 describes the proposed binarization method. Section 4 discusses the measurements of
the binarization method for evaluation metrics; the experimental results present the comparison
among the methods using several benchmark datasets with varying types of degradation. Finally,
Section 5 concludes the paper.
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2 Related Works

According to the literature [19–22], two methods can be applied to recognize degraded docu-
ment images. The first one is to develop the features and classifiers for recognizing text, and the
second one is to binarize the given image and use the available OCR application for recognition
rather than to develop a separate OCR for the degraded document images. This work employs the
second method because the first one has issues with regard to feasibility and advisability. After
all, the existing methods function only in specific cases, and their performances depend on the
trained classifier.

The second method is a generalized one. It provides binarized output with a clear character
shape. Therefore, in this work, we review the literature on thresholding techniques and binarization
algorithms used in the available OCR application [11–39]. The existing methods can be categorized
into two: Simple methods and hybrid methods. The simple methods can be classified further into
global and local thresholding methods, whereas the hybrid methods use both the global and local
thresholding methods for binarization, as presented in Fig. 2.

Figure 2: Categorization of binarization methods based on the type, characteristics, and informa-
tion content

The enhancement of degraded images using a simple thresholding or a compound
approach concerning local approach adaptation has become a cutting-edge research topic [11,12,
14,16,17,23–29]. Initially, Sehad et al. [30] proposed a simple local binarization method based on
the mean and variance of the computed pixels of the original image and the local binary pattern
(LBP) image. These features are adopted in a Sauvola threshold-based method. The LBP operator
is a texture analysis method used in this method to solve the problem of poor contrast exhibited
by the document images. Wagdy et al. [31] presented a simple global binarization consisting of
two steps: Degradation enhancement and global binarization. First, the retinex theory is employed
to enhance the degraded document image by decomposing the image into two components,
namely, illumination and reflectance. Then, the Otsu global threshold is employed for binarization.
A simple local threshold method, namely, the Niblack binarization algorithm [16], calculates the
local threshold for each pixel by gliding a rectangular window over the whole image. The threshold
is calculated using the mean and standard deviation of all the pixels in the window. Additionally,
Sauvola and Pietikäinen [17] proposed a modified version of the Niblack method to provide
enhanced performance in the documents with a background containing a low contrast texture
and uneven illumination. Khurshid et al. [15] proposed a threshold method called NICK, which
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is derived from the Niblack binarization method. This method has several advantages, such as
the ability to significantly improve the binarization of “white” pages and lighted images, as well
as low-contrast images. Bataineh et al. [12] proposed a simple threshold method with dynamic
window generation. This method resolves the problems of low-contrast images and thin pen
strokes. Howe [32] also proposed an adaptive method that uses the Laplacian operator to evaluate
the local likelihood of foreground and background labels and involves Canny edge detection to
identify potential discontinuities and graph cut implementation to find the minimum energy.

Until now, none of the abovementioned compound methods were able to solve the challenges
of a single approach, such as low contrast, thin pen strokes, black spots, and nonuniform back-
ground, nor yield optimal results. Gradually, numerous thresholding developers have improved
their previous methods [12]. For example, in 2015, Bataineh et al. [14] proposed an adaptive
compound method based on pixel contrast variance. This method consists of four stages: Pre-
processing, geometrical feature extraction, feature selection, and post-processing. They claimed
that their proposed [12] method could effectively solve the problems of thin pin stroke and low
contrast. Mandal et al. [33] proposed the hybrid binarization method based on several steps,
starting with morphological operations. Then, they employed background estimation to increase
the text region contrast and the image contrast histogram to achieve the initial threshold text
region segmentation. Finally, the local threshold method was applied for the final binarization.

Similarly, a compound binarization technique proposed by Adak et al. [34] adopted an LBP
and contour analysis to filter out the noise pixels before separating the foreground pixels via
background estimation. After enhancing the filtered image using the spatial smoothing tech-
nique, it used a local NICK [15] thresholding technique for image binarization. Contrarily, Singh
et al. [24] proposed a compound binarization method by fusing Gatos et al. [11] and Otsu [16],
plus dilation and logical AND operations to uncover the disconnected characters or the detection
of false-negative text from severely degraded document images. Moreover, Ntirogiannis et al. [35]
presented a newly compound binarization method that employs image normalization based on
background compensation. They fused the global and local adaptive binarization methods. Addi-
tionally, Moghaddam et al. [36] proposed an adaptive threshold with parameterless behavior that
combined the grid-based modeling with their threshold method to estimate the background map.

Conversely, several studies have adopted a contrast map or filter-based approach [11,13,37] to
provide a better binarization process. Su et al. [13] introduced an adaptive binarization method by
constructing a contrast map. The contrast map was then binarized and combined with a Canny
edge map to identify the text stroke edge pixels. The document text was further segmented local
threshold that is estimated within a local window. In a separate effort, Gatos et al. [11] presented
an adaptive binarization approach consisting of the following steps: Pre-processing procedure
using a low-pass Wiener filter, a rough estimation of the foreground regions, background surface
calculation by interpolating neighboring background intensities, thresholding by combining the
calculated background surface with the original image while incorporating image upsampling, and
post-processing procedure.

Additionally, Chiu et al. [38] presented a method based on two stages to binarize the degraded
document images. An incremental scheme determined a proper window size to prevent any
significant increase in local pixel variation. Then, the final binarized image adopted the noise-
suppressing scheme. The noise-suppressing scheme was accomplished by contrasting binarized
images via adaptive thresholding, incorporating the local mean gray and gradient values. Unlike
others, Lu et al. [37], Varish et al. [40] proposed an adaptive binarization algorithm that includes
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the following steps: Background extraction, stroke edge detection, local thresholding, and post-
processing. Recently, machine learning has become a promising approach to document image
analysis [25,26]. In 2015, Pastor-Pellicer et al. [25] proposed a binarization method based on a
convolutional neural network; this method uses a sliding window and its neighboring pixels to
classify the central pixel foreground or background.

Similarly, Kaur et al. [26] employed another popular supervised learning method called sup-
port vector machine (SVM) in a binarization method. This approach was derived from the method
proposed by Sauvola et al. [17]. It employs several parameter selections and uses the SVM to
reconstruct the binary image. However, the methods mentioned previously can be categorized
into compound and hybrid binarization methods. Moreover, using several approaches in the
category of simple and compound have been proposed. Raj et al. [23] proposed another form
of multilevel thresholding method that employed optimization, namely, Tsallis fuzzy entropy and
differential evolution. This approach relies on differential evolution to determine the optimal
multilevel thresholds for image segmentation. Unlike the handcrafted approaches, their approach
requires less human intervention, rule of thumb or heuristic formulation in advance.

Simultaneously, simple methods work well with plain background images and binary infor-
mation but not for gray images with a complex background. Conversely, hybrid methods work
well with gray images with a complex background as they employ adaptive thresholds that utilize
local information. However, when an image, such as a degraded historical document image, is
affected by severe illumination, nonuniform color, and low contrast, the hybrid methods cannot
perform well as the derived adaptive threshold method that uses local information may not be
able to handle such situations. This finding indicates the shortage of new methods for solving the
problem of degraded historical document images. Therefore, in this paper, we proposed a new
method for binarizing degraded historical document images, integrating the advantages of hybrid
and straightforward methods to derive dynamic thresholds and windows.

3 Proposed Method

For enhancing low-contrast text information of degraded historical document images, an
MHS method was proposed. Motivated by the work in [41] on image contrast enhancement, in
which background subtraction is proposed to enhance low-contrast pixels, we explored the same
idea of background subtraction in a new way with a new operation called stretching through
the normalization of pixels. To enhance the degraded document image, the global information or
the local information alone is insufficient to yield good results. Therefore, the proposed method
integrates global and local information to determine the dynamic threshold using an adaptive
compound threshold. This step involves the determination of both adaptive compound threshold
and dynamic window. This approach outputs the binarized image of the input degraded document
image. Sometimes, noise can appear during the binarization process. Therefore, we performed
median-filter and area-opening operations to remove such noise in the image. This step is referred
to as post-processing in this work. Finally, the steps were validated through different experiments
using standard databases. The pipeline of the proposed method is presented in Fig. 3.

3.1 Mean Histogram Stretching for Image Enhancement
For the input image presented in Fig. 4a, the proposed method subtracts each pixel from the

global mean and then performs a normalization process after the subtraction output. The mean
value of the whole image is computed and is considered as the global mean value. To stretch
the pixels obtained from the subtraction operation, we proposed normalization, as expressed by
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Eq. (1). This process results in an enhanced image, and the whole process is called MHS; here,
the stretching is defined as a re-distribution of the pixel values of the input image over a wider
or a narrower range of values into the output image. In general, stretching is used to enhance
the contrast. This effect of this operation is presented in Fig. 4, which results in the loss of
information in the binarization result yielded by the proposed method for the input image in
Fig. 4b without MHS. Similarly, Fig. 4c demonstrates the enhancement that was accomplished
by MHS, whereas Fig. 4d demonstrates the binarization results of the proposed method for the
image in Fig. 5c; it appears that the lost information in Fig. 4b is restored. This difference is the
advantage of MHS, which helps= restore low-contrast text pixels.

IEnhance (x,y)= 1− 1− (I (x,y)−mg)

1−min(I (x,y)−mg)
(1)

where IEnhance denotes the final enhanced image; I (x,y)−mg, the result of the input image after
performing subtraction from the global mean (mg); and min, the minimum pixel value in the
subtraction image. Note that to visually demonstrate the effect of this process, we employed the
proposed binarization method in the input image and the enhanced image obtained from this step,
as presented in Fig. 3 with and without the enhancement.

Figure 3: The procedure of the proposed adaptive method based on dynamic global threshold and
dynamic local mean

(a) (b) (c) (d)

Figure 4: Part of the image presents the effects of the proposed enhancement: (a) Original gray,
(b) binarization of gray image, (c) enhanced gray, and (d) binarization of enhanced image

3.2 Global Threshold Value Determination
For the enhanced gray image obtained from the previous step, we determined the global

threshold value that was integrated with the local threshold value in subsequent sections. Inspired
by the Otsu thresholding [39], which automatically classifies the pixels in a gray image into two,
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we proposed the same operation to obtain two classes for the input enhanced image, namely,
C0 and C1. For each class, the proposed method calculates the probability of the pixel distri-
bution, as expressed by Eqs. (3) and (4). Next, the proposed method calculates the means for
the classes of probability pixels, as expressed by Eqs. (5) and (6). Finally, the proposed method
calculates the global threshold using Eqs. (3) to (6), as defined in Eq. (7), where Tg denotes
the global threshold value, and k denotes a constant value. Due to the difficulty of handling
degraded document images, using Tg is insufficient. Therefore, we introduced a constant to derive
the optimal threshold value using Tg. Fig. 5a presents the sample results of two classes for the
enhanced image, as well as the effect of the k parameter. As the k value changes, the image result
is altered. Thus, it is important to automatically determine the correct k value. Let the pixels of a
given image be represented as L gray levels [1, 2 . . .L]. Ni denotes the number of pixels at level i,
and the total number of pixels is expressed as N = n1 + n2 + · · · + nl. To simplify, the gray-level
histogram is normalized as a probability distribution (P), as expressed by Eq. (2):

P (i)= Ni

N
, Pi ≥ 0,

L∑
i=1

P (i)= 1 (2)

(a) (b)

Max1

Max2

Max3

Min1

Min2

Min3

…

…

Frequency

Pixels values

Figure 5: The effectiveness of parameter (a) k when it takes two different values, and (b) an
example of the maximum and minimum peak values in the histogram

Next, suppose that we dichotomize the pixels into two classes, namely, C0 and C1 (background
and object, or vice versa), by a threshold at level k; C0 denotes the pixels at levels [1 . . .Tg],
whereas C1 denotes the pixels at levels [Tg+1 . . .L]. Then, the probabilities of class occurrence (u)
and the class mean levels (w), respectively, are given as follows:

u0 =P (c0)=
Tg∑
i=1

P (i) (3)

u1 =P (c1)=
L∑

i=Tg+1

P (i) (4)
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w0 =P (c0)=
∑Tg

i=1 iP (i)

u0
, the means for class c0 (5)

w1 =P (c1)=
∑L

i=Tg+1 iP (i)

u1
, the means for class c1 (6)

The final global threshold is expressed by Eq. (7):

Tg =max((u0 · u1) (w1−w0)
2)× k (7)

3.3 Dynamic Window Size Determination Through K
Typically, a document image contains acluster of text pixels, with dense pixels in the area of

text cluster, and usually the text pixels share the same color. These cues indicate that the text
pixels in the document image are statistically and spatially correlated. Based on this information,
we proposed a method for deriving a dynamic window size determination and for determining the
correct k value required by Eq. (7). Therefore, the proposed method calculates the global mean,
global standard deviation, and average of the maximum and minimum values in the enhanced
image. The rules using global values are derived from above-mentioned parameters, as presented
in Eqs. (8) until (10) which utilize the representations R1, R2, and R3. Three relationships are
estimated from these features, which are used to establish the rules as follows,

R1 =
μg

σ
(8)

R2 =μg−
∑n

i=1max
n +

∑n
i=1min
n

2
, (9)

R3 = σ , (10)

where (μg) denotes the global mean; (σ ) denotes the global standard deviation; and (n) denotes
the total number of maximum (max) and minimum (min) peak values in the gray image. Fig. 5a
presents an example of the maximum and minimum peak values in the histogram.

The window sizes are generated using a hierarchical rule-based approach by generating the
window size at two levels, with each level presenting a type of degradation. The established rules
were based on the properties of the image which were estimated to determine the window size and
the values of several parameters, namely, the mean, standard deviation, maximum, and minimum,
for the grayscale image. For each termination level, each rule presents a degraded case suitable
for a specific window size generated. Given Hs and Ws are the width and height of the source
image, the window size, Wsize can be formulated as below:

Wsize =
∥∥∥∥15

[
Hs

a
× Ws

b

]∥∥∥∥ , ∀a ∈ (1, 5) , ∀b∈ (1, 11) , (11)

We define the window size in two levels. The large window size is used to obtain the text
with high contrast, large text, and text with no bleed-through on the first level. On the second
level, all of the other cases have a smaller window size. The small window size is used especially
for degraded document images or those with severe noise to avoid thin pen stroke and medium
to low contrast problems. Additionally, an efficient, dynamic fixed parameter is utilized to control
this problem by multiplying the global threshold by a dynamic fixed value determined by similar
Wsize features. Using these features, the proposed method identifies four different text cluster areas
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that are common in the case of degraded document images, namely, high-contrast variation, low-
contrast variation, large text with high density, and text with bleed-through. The proposed method
determines the Wsize and k values based on the image complexity, as presented in Algorithm 1.

Algorithm 1: Dynamic window size, Wsize generation and parameter k value determination
Input: Pre-processed image
Output: Window size, Wsize and K value
Start
Step 1: Get Hs and Ws from height and width of source image.
Step 2: Set a= 5, b= 11 and K= 0.1. //Rule 1: High Contrast Variation where ‖R3−R1‖<R3
Step 3: if ‖R3−R1‖>R3 then //Rule 2: Very Low Contrast with thin bin stroke
Step 4: if R2 <R3 or (R1)

2 >R2 then //Large Text With High Red Pixels Density
Step 5: {if (R1)

2 <R2 then K= 0.16 //Rule A1
Step 6: else a= 1, b= 1} //Rule A2
Step 7: if R2 <R3 or (R1)

2 >R2 then //Text Reflection, Spot Ink And Ink Bleeding
Step 8: {if R2 <R3 then K= 0.16 //Rule B1
Step 9: else K= 0.38} //Rule B2

Step 10: Set window size, Wsize to
∥∥∥∥15

[
Hs

a
× Ws

b

]∥∥∥∥.
End.

This hierarchical rules determine the suitable window size, Wsize and the parameter value (K),
where ∀k, k ∈ [0 −1]. For each type or level of noise, we used different basic statistical feature
relationships. The important thing is the small window size; remove noise, and the small parameter
values to retrieve text pixels removed by the smallest window size. In a large window size, the
pixels are greater than the object itself, and thus, a large parameter value removes unwanted pixels
surrounding the object border without affecting the object pixels. If the image satisfies rule 2 in
level 1, then the image has low contrast and thin pen stroke, and the window size and parameter
value in this level are suitable for solving this problem. If rule 2 is not satisfied in level 1, then
the image has more challenges, and the window size and parameter value in this level are not
suitable; thus, level 2 is preferable. In level 2, there are four rules (A1, A2, B1, B2). Each rule has
a window size and parameter a, b, k values suitable for the degradation type, and we determine
the appropriate rule for each image based on its characteristics. Rules that are dependent on these
characteristics have been established, and Fig. 6 presents the effect of each rule on the given
example of degraded image.

3.4 Adaptive Compound Threshold for Binarization
In this section, we propose compound thresholding using global and local values as expressed

in Eq. (12). To determine the adaptive compound threshold using local and global information,
we defined an operation as in Eq. (13), where the local mean calculated using local informa-
tion convolves with the complement of the global threshold value. As this operation involves a
dynamic window size, global information, and local information, we named it adaptive compound
threshold. This method is new in the field of document analysis.

ML = I(x,y)
Wsize

. (12)



3824 CMC, 2021, vol.67, no.3

Figure 6: Degraded image that shows the process and the effect of each rule for level 1 and 2 on
the image

The local information ML is computed using Eq. (8), where I(x,y) denotes the enhanced
image. The window size was provided in the previous section. With this step, only a small amount
of local information can be obtained, and the same information is used for calculating the
mean (ML):

TH =ML ∗
(
1−Tg

)
. (13)

The adaptive compound threshold is used for the binarization of degraded document images,
as expressed in Eq. (14), which yields a binarized image.

Ibinary (x,y)= {black, I (x,y) <TH; white, otherwise (14)

The effect of the adaptive compound thresholding is presented in Fig. 7e where good results
are achieved for the input degraded image with the chosen window size and k value. Fig. 7a is the
source image, whereas Figs. 7b–7e are presenting the effect of binarization images with different
window sizes and k values. The results in Fig. 7e are more improved than those in Figs. 7a–7d.
From this, we can see that the proposed adaptive compound threshold works well in degraded
historical document images, as presented in Figs. 8a–8d. Due to the difficulty in handling a
degraded document image, some noise may be introduced during binarization. Therefore, we
proposed the median filter to reduce the noise and preserve the edges, as well as the morphological
filter to remove small areas that are not considered as part of the text region for the binarized
image; this step is referred to as post-processing.
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(a) (b) (c) (d) (e)

Figure 7: Examples of showing the effect of binarization images when its height Hs = 493, and
width, Ws = 1153 based on different parameter values (K) substituting into dynamic window size

formula, Wsize =
∥∥∥∥15

[
Hs

a
× Ws

b

]∥∥∥∥, (a) source image (b) K = 0.3, a = 1, b = 1, Wsize = [99× 231]

(c) K = 0.3, a = 5, b = 11, Wsize = [45× 105] (d) K = 0.16, a = 1, b = 1, Wsize = [99× 231] and
(e) K= 0.16, a= 5, b= 11, Wsize = [45× 105]

(a) (b) (c) (d)

Figure 8: Binarization result: (a) Original image, (b) groundtruth image, (c) binary image without
post-processing, (d) binary post-processing: Median filter and opening area

4 Experimental Results

This section presents the datasets and performance measurement for evaluating the proposed
binarization method and the qualitative and quantitative results of the proposed binarization
method compared to existing methods.

4.1 Datasets and Evaluation Measures
To evaluate the proposed binarization method, we used standard benchmark databases avail-

able in the literature, namely, DIBCO 2009, DIBCO 2012, and DIBCO 2014 [42–44]. These
datasets comprise degraded document images suffering from degradations, such as smear, smudge,
bleed-through, and low contrast. The DIBCO 2009 dataset [41] contains 10 testing images consist-
ing of 5 degraded handwritten documents and 5 degraded printed documents; the DIBCO 2012
dataset [43], 14 degraded handwritten documents; and the DIBCO 2014 dataset [44], 10 degraded
handwritten document images. To measure the performance of the proposed binarization method,
we used standard measures similar to those used in the evaluation of degraded document images
in the literature [39–44], namely, the F-measure, peak signal-to-noise ratio (PSNR), negative rate
metric (NRM), and the Friedman test. The definitions and details of the measures are as follows:

F-measure: F-measure is the harmonic mean of precision and recall. Let Ntp, Nfn, and Nfp denote
the true positive, false negative, and false positive values, respectively. This measure combines
precision and recall as follows:

FM = 2 ∗Recall ∗Precision
Recall ∗Precision where Recall= Ntp

Ntp+Nfn
, Precision= Ntp

Ntp+Nfp
(15)
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PSNR: PSNR measures the similarity of an image to another. Therefore, the higher the PSNR
value, the higher the similarity of the two M×N images. We consider that the difference between
the foreground and background pixels equals to C.

PSNR=
(

C2

MSE

)
where MSE =

∑M
x=1

∑N
y=1(I(x,y)− Ibinary(x,y))2

M ∗N (16)

NRM: NRM represents the relationship (defined in Eq. (18)) between the ground truth pixels and
the binarized image pixels (Ntp, Nfn, Nfp, and Ntn indicate the number of true positives, false
positives, false negatives, and true negatives, respectively). Therefore, a low NRM value indicates
a higher similarity between the two images.

NRM =
Nfn

Nfn+Ntp + Nfp
Nfp+Ntn

2
(17)

The Friedman test: The Friedman test is a non-parametric test for evaluating the difference between
several related algorithms. This measure is calculated as follows:

FQ= 12
Ni ∗Na(Na+ 1)

Na∑
j=1

S2j − 3Ni(Na+ 1) (18)

where Na denotes the number of algorithms (treatments); Ni, the number of dataset images;
and Sj, the sum of the ranks for the jth algorithms. The null hypothesis is rejected when Q >

X2(Na− 1). Where the null hypothesis is present, there is no difference between the algorithms.
If the null hypothesis is rejected, then a significant difference exists between the results of the
binarization algorithm.

To determine the effect of the proposed binarization method, we compared it with state-of-
the-art methods, namely, the Niblack, Sauvola, NICK, Bataineh, and Lazzara MS_k [12,15–18]
methods. These methods are classified as local and simple methods that heavily rely on window
size. Moreover, they are considered as the most commonly used methods for binarization. Thus,
these methods have been chosen for a comparative process.

4.2 Experiments for Validating the Effect of the Dynamic Window Size Determination
The proposed method employs the experimental approach to study the window size effect,

unlike existing methods that typically use a fixed window size for binarization. The experimental
results of the window size used in [12,15–18] and adoption of our proposed dynamic window
size are reported in Tabs. 1a to 1c for DIBCO-2009, DIBCO-2012, and DIBCO-2014. The exper-
imental results also indicate that the proposed dynamic window size determination improves the
outcomes in terms of the F-measure, PSNR, and NRM compared with the default window used
by the existing methods. Therefore, it can be concluded that the proposed dynamic window helps
improve the current methods for the binarization of document images.

4.3 Evaluation of the Proposed Binarization Method
Sample qualitative results of the proposed and existing methods for the input images in Fig. 9

are presented in Figs. 10a–10f, which indicates that the proposed method yields better results than
the existing Niblack, Sauvola, NICK, Bataineh, and Lazzara MS_k methods [12,15–18]. The main
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reason why the Niblack method failed is the low variation in the background regions and unseen
nearby text. For the Sauvola method, the text stroke width had low variations, which leads to
considering some of the text region pixels to be part of the background, especially in the images
that have very low contrast or bleed-through. The NICK method yielded good results; however,
the disadvantage of this method is that it is inefficient in some cases, such as in images that have
very low contrast, variations in text size, or thin pen stroke with low contrast. The Lazzara MS_k
method does not exceed the performance of the Sauvola method in exceptional cases; however, it
has demonstrated improvements in some of the low-contrast images owing to its dynamic window
size. The Bataineh method yielded better results than the previous ones [15–18] as it can solve
most of the problems in binarization; its only disadvantage is its inefficiency in images with very
low contrast. The quantitative results of the proposed and existing methods are reported in Tab. 3
using DIBCO (2009, 2010, and 2014) databases.

Table 1: The F-measure, PSNR, and NRM performances of the proposed by the author, fixed
and our proposed window size generation, Niblack, Sauvola, NICK, Bataineh, and Lazzara_
MS_k methods for the (a) DIBCO 2009, (b) DIBCO12, and (c) DIBCO 2014 datasets in three
experiments

Window method Binarization
method

Proposed by authors Fixed window
(20× 20)

Our proposed
window generation

Database Methods FM PSNR NRM FM PSNR NRM FM PSNR NRM

(a) DIBCO2009 Proposed 91.03 18.47 6.05 91.03 18.47 6.05 91.03 18.47 6.05
Niblack 41.67 6.09 16.71 39.59 7.05 18.52 47.69 7.23 12.59
Sauvola 81.79 17.81 13.95 84.31 16.61 10.77 87.06 16.49 6.51
NICK 79.89 15.4 14.2 80.4 15.48 13.75 85.22 16.66 9.2
Bataineh 88 17.22 6.32 84.97 11.15 8.84 87.81 17.09 6.25
Lazzara_MS_k 78.09 15.24 7.34 78.08 15.24 7.45 78.32 15.31 7.35

(b) DIBCO2012 Proposed 91.16 19.43 5.13 91.19 19.48 5.4 91.16 19.43 5.13
Niblack 32.21 5.71 17.23 30.56 5.45 18.86 37.66 6.7 14.2
Sauvola 71.98 16.34 19.62 76.64 16.76 16.77 81.17 17.14 13.15
NICK 70.79 16.04 20.31 71.64 16.05 19.8 76.5 16.49 16.52
Bataineh 86.88 17.88 8.28 83.87 16.55 4.4 88.95 18.48 6.54
Lazzara_MS_k 69.56 15.12 17.29 69.74 15.2 17.41 70.41 15.28 17.05

(c) DIBCO2014 Proposed 91.61 18.5 6.85 90.58 18. 5 6.85 91.61 18.5 6.85
Niblack 45.67 6.75 15.12 41.88 6.07 17.37 43.27 6.75 15.12
Sauvola 82.73 17.1 12.38 60.68 13.67 25.79 84.73 17.1 12.38
NICK 76.1 15.39 17.3 78.55 15.79 15.54 76.1 15.39 17.3
Bataineh 87.07 18.15 8.72 85.86 17.23 10.9 87.07 18.15 8.72
Lazzara _MS_k 80.08 16.96 13.14 80.02 16.96 13.18 80.29 17.03 13.01

Figure 9: Three example images obtained from the three datasets used in this experiment: DIBCO
(2009, 2012, and 2014) [15,16,21]
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(a) (b)

(c) (d)

(e) (f)

Figure 10: Example of the binarization results after their application to the images in Fig. 9:
(a) Proposed, (b) Niblack [16], (c) Sauvola [17], (d) NICK [15], (e) Bataineh [12], and (f) Lazzara
MS_k [18]

Tab. 2 demonstrates that the proposed method outperforms the existing methods in terms of
the F-measure and PSNR for all three databases. This is mainly because the proposed method
takes advantage of the adaptive compound threshold and dynamic window size determination,
whereas the existing methods usually have a constant threshold and fixed window size.

Table 2: Experimental result for the different state-of-the-art methods consisting of simple local
and adaptive compound methods

DIBCO (2009) DIBCO (2012) DIBCO (2014)

Methods FM PSNR FM PSNR FM PSNR

Proposed 91.03 18.47 92.20 19.43 91.61 18.50
Lazzara_MS_k [25] 78.08 15.24 69.56 15.12 80.08 16.96
Bataineh [12] 88.01 17.22 86.88 17.88 87.07 18.15
NICK [15] 79.48 15.14 73.85 16.10 76.10 15.39
Niblack [16] 41.67 06.09 32.21 05.71 45.67 06.75
Sauvola [17] 63.25 13.88 50.50 14.71 82.73 17.10
AdOtsu [36] 91.57 18.90 89.29 18.59 93.39 19.51
Howe [32] 94.70 22.60 90.16 18.67 – –
Su [42] 91.07 18.50 88.90 19.60 – –
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In addition to the comparison presented above, our proposed method is also compared with
the previous methods using the DIBCO 2009 and DIBCO 2012 datasets via the Friedman test.
The Friedman test is a non-parametric test for evaluating the difference between several related
binarization methods in terms of the data’s F-measure (Proposed, Lazzara_MS_k, Bataineh,
NICK, Niblack, and Sauvola). The analysis provides a test of the hypothesis that each of the
five algorithms used insignificantly. It is concerning the F-measure generated by the alternative
hypothesis that has the five methods used differ significantly. The following tables present a
summary of the Friedman test results, i.e., Tab. 3a for DIBCO 2009, 3b for DIBCO 2012, and 3c
for DIBCO 2014.

Table 3: The Friedman test to determine the F-measure for (a) DIBCO 2009, (b) DIBCO 2012,
and (c) DIBCO 2014

(a) DIBCO 2009 (b) DIBCO 2012 (c) DIBCO 2014

Methods Count
images

M-rank Mean Var. Count
images

M-rank Mean Var. Count
images

M-rank Mean Var.

Proposed 10 55 91.027 10.0 14 83 91.2 4.3 10 49 91.61 6.6
Lazzara_MS_k 10 42 78.083 342.2 14 44 69.6 335.5 10 35 80.08 670.6
Bataineh 10 45 88.003 26.3 14 67 86.9 14.3 10 48 87.07 244.7
NICK 10 33 79.482 64.4 14 48 3.8 186.2 10 21 76.10 520.2
Niblack 10 12 41.667 339.0 14 21 32.2 51.7 10 14 45.67 213.0
Sauvola 10 23 63.253 554.8 14 31 50.5 1163.2 10 43 82.73 490.4
Friedman test Q (Observed

value)
Q (Critical
value)

DF Alpha Q (Observed
value)

Q (Critical
value)

DF Alpha Q (Observed
value)

Q (Critical
value)

DF Alpha

35.03 11.07 5 .05 53.35 11.07 5 .05 30.46 11.07 5 .05

As can be seen from Tabs. 3a–3c, Q (Observed value) is greater than Q (Critical value), which
means that the first hypothesis does not differ significantly and is rejected, and the alternative
hypothesis that the six methods used differ significantly for the F-measure is accepted. Thus, the
proposed method is considered to yield the best results about the F-measure.

5 Conclusions

In this study, we proposed a novel method for the binarization of degraded document images.
We also introduced a new concept for deriving an adaptive compound threshold, which integrates
the advantage of global and local information for binarization. Additionally, we proposed a
new method for deriving a dynamic window size according to the complexity of the image
content. Experiments were conducted to verify the effectiveness of the proposed method for
dynamic window size determination compared with the existing methods. The experimental results
of the existing methods using the three standard databases indicate that the proposed method
outperforms the existing ones in terms of suitable measures. We have planned to extend the same
methodology for testing using images of a natural scene in the near future.
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