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Abstract: Technological advancement has contributed immensely to human
life and society. Technologies like industrial robots, artificial intelligence, and
machine learning are advancing at a rapid pace. While the evolution of Artifi-
cial Intelligence has contributed significantly to the development of personal
assistants, automated drones, smart home devices, etc., it has also raised
questions about the much-anticipated point in the future where machines may
develop intelligence that may be equal to or greater than humans, a term
that is popularly known as Technological Singularity. Although technological
singularity promises great benefits, past research works on Artificial Intel-
ligence (AI) systems going rogue highlight the downside of Technological
Singularity and assert that it may lead to catastrophic effects. Thus, there is
a need to identify factors that contribute to technological advancement and
may ultimately lead to Technological Singularity in the future. In this paper,
we identify factors such as Number of scientific publications in Artificial
Intelligence, Number of scientific publications in Machine Learning, Dynamic
RAM (Random Access Memory) Price, Number of Transistors, and Speed of
Computers’ Processors, and analyze their effects on Technological Singularity
using Regression methods (Multiple Linear Regression and Simple Linear
Regression). The predictive ability of the models has been validated using
PRESS and k-fold cross-validation. Our study shows that academic advance-
ment in Al and ML and Dynamic RAM prices contribute significantly to
Technological Singularity. Investigating the factors would help researchers and
industry experts comprehend what leads to Technological Singularity and, if
needed, how to prevent undesirable outcomes.

Keywords: Technological growth; technological singularity; regression
analysis; artificial intelligence; superintelligence; PRESS; k-fold validation

1 Introduction

Over the last few years, technology has impacted several industries, like medicines, computing,
power systems, automobiles, etc. The field of artificial intelligence has significantly led to systems
getting smarter and making human lives easy. Intelligent systems are machines with embedded,
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Internet-connected computers capable of gathering and analyzing data to communicate with other
systems. Advancement in technology has led to the emergence of systems like personal assistants,
automated drones, smartphones, video games, smart homes, etc. Many of these are not only con-
fined to carrying out tasks but are also capable of interacting with humans [1-3]. Conversational
marketing bots, manufacturing robots, and smart assistants have decision-making capabilities and
have already started replacing humans in several sectors [4,5]. The quest for a comfortable life
encourages humans to train systems to make them as intelligent as possible to assist humans
in making their jobs easier. Many researchers and industry experts welcome the idea of making
machines as intelligent as possible. Other subject matter experts and visionaries see this as a threat.
While human intelligence is limited, machine intelligence might not be. Artificial Intelligence has
made significant progress in various fields, and can outsmart humans in games [6], identify images
better [7], pass Turing tests [8], etc. The very early signs of machine intelligence leading to unde-
sirable outcomes were seen in Twitter bots making insensitive comments [9], systems making racial
discrimination [10], self-driving cars having deadly accidents [11], and patrol robots colliding with
a child [12]. According to several researchers, there may come the point when machine intelligence
becomes equal to that of humans or surpasses it by a considerable margin, a term they label
as Technological Singularity [13,14]. Technological Singularity is a hypothetical future point in
which technological growth becomes uncontrollable and irreversible. Such a situation may result in
unforeseeable changes to human civilization, attributed to the rate at which technological advance-
ments occur. An entity or a system possessing such a level of intelligence may be termed as super
intelligent. Recent studies show that machines are getting better than humans in several games,
making predictions and imitating humans as smart assistants. All these features hint towards
better machines’ capabilities than humans. Reference [15] describe Technological Singularity as
a point of no return. Such a situation may be synonymous with the term ‘Event Horizon’ for
machine intelligence, which defines the boundary marking the limits of human intelligence. Thus,
human intelligence may eventually be surpassed by machines. Several researchers in the past have
tried to validate the possibility of technological singularity in the future. While machines gaining
superintelligence can make lives easy, many researchers argue that machine superintelligence could
also pose a threat to human lives. Apart from succumbing to economic collapse and losing jobs,
there are several other reasons to fear Technological Singularity. Technological singularity may
lead to environmental catastrophe and loss of humanity, and also a global apocalypse. Artificial
intelligence systems that go rogue, provide a glimpse of such a situation, although on a smaller
scale [16]. Although there is no concrete evidence of the risks and the risk levels associated with
Technological Singularity, the concept cannot be pushed entirely aside [17]. Thus, there is a need
to analyze the hypothesis in detail and list certain factors that lead to Technological Singularity.
This paper lists some quantitative factors that could lead to technological advancement; hence,
it may also affect Technological Singularity. Technological Advancement is driven by dynamic
industry and flourishing academia. Therefore, Technological Singularity can find its factors in both
these realms. Since the industry is motivated by academia, published work can be considered an
essential element for technological advancement. Therefore, we consider publications in Machine
Learning and Artificial Intelligence as significant parameters for the study. Moreover, for carrying
out most of the computations, we rely on the speed of computers, the number of transistors,
and sometimes the Dynamic RAM (Random Access Memory). Changes in these factors’ values
over time can give us a clear idea about technological advancement, and hence these factors
may be contributors to Technological Singularity. These factors find their basis in Moore’s Law,
which states that a computer’s speed can be expected to double every two years if the number of



CMC, 2021, vol.67, no.3 3231

transistors on a microchip are increased. We rely on regression methods to analyze the effects of
these factors on technological progress. The key contributions of this paper are as follows:

a. There is limited research on Technological Singularity. We attempt to explore the domain in
yet another way. We identify some factors that can contribute to Technological Singularity.

b. Most of the research works conducted in the past concerning Technological Singularity
consider Technological Singularity as a concept or hypothesis, due to which neither exper-
iments nor quantified results are involved for interpretation. In this paper, we perform an
in-depth analysis of the factors considered by using regression methods. We determine three
models (equations)

—One Multiple Linear Regression (MLR) model using three factors, i.e., Number of
scientific publications in Artificial Intelligence, Number of scientific publications in
Machine Learning, and Dynamic RAM (Random Access Memory) Price.

—Two Simple Linear Regression (SLR) models using one factor each, i.e., Number of
Transistors, and Speed of Computers’ Processors

c. The validation has been performed using the PRESS (predicted residual error sum of
squares) and k-fold cross-validation.
d. The study also finds solutions for the derived equations.

The rest of the paper is organized as follows. Section 2 describes materials and methods. In
this section, we list out some related works that have been done in the past and our proposed
work. In Section 3, we discuss the experimental analysis. Section 4 discusses the Results. This sec-
tion also includes performance evaluation and validation. In Section 5, we present the conclusions
and future work.

2 Materials and Methods

This section has been divided into two subsections. The first subsection lists some of the
related works done in the past on the technological singularity. In the second section, we
present several factors that can lead to Technological Advancement and hence may be related to
Technological Singularity.

2.1 Related Works

A study [13] observed technological progress’s acceleration and argued that technology might
create entities that have intelligence greater than humans. Superintelligence may be achieved
through several means like intelligent computers, extensive networks, computer-human interfaces,
biomedical domain, and digital means. In [18], the authors performed a study to identify trends
showing technological advancement growth. In his research, Kurzweil identified trends concerning
cell phone users over time, inventions over time, development of computing over time, inter-
net hosts over time, DNA (Deoxyribonucleic Acid) sequence data, etc., as contributors to the
technological singularity. Another study [19] presented technological singularity as exponential
technological advancement. Exponential growth for input and output mechanisms of a sensory
system and response time are considered for the study. The measures of comparative intelligence
were analyzed in terms of change in entropy or state change. Likewise, a survey [20] highlights
past research works on Technological Singularity compared to the works of Kurzweil [18] and
Moore [21]. A combination of processing power and contextual knowledge could very well lead to
the technological singularity. The post-singularity era may pose significant challenges for human
beings to determine their role in society. There is a need to think about ways to control machines
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that turn malevolent. Reference [22] proposed the conditions necessary for computer simulations
as a way of achieving technological singularity. Enhancement of the computer-human cognitive
capabilities and the reliability of computer simulations have been considered for the study. In [23],
the authors presented an updated overall idea about technological singularity and the possibility
of creating artificial general intelligence. Metasystem transitions and universal evolution are con-
sidered for making some observations. The study discusses timeline extrapolation as one of the
techniques for making predictions along with some possible scenarios. Reference [24] presented
research contradicting the projections made by [25], which asserted that Technological Singularity
might never happen. Yampolskiy opposed Walsh’s arguments based on specific statements. Some
of these arguments are: the speed alone does not bring intelligence, human intelligence is not
exceptional, many fundamental limits exist within the universe, and no growth in performance will
make undecidable problems decidable. Likewise, a study was conducted [26] to highlight artificial
consciousness’s importance to reach Technological Singularity. The study mentions that artificial
consciousness underpinning the concepts, sophisticated algorithms of learning, and machine dis-
covery can lead to Technological Singularity. Moreover, [27] presented a study on technological
singularity based on search for extraterrestrial intelligence. The argument is based on a specific
scenario of whether intelligent life happens to be a normal phenomenon in the Milky Way Galaxy.
Moreover, suppose the rate of technological evolution is at least as advanced as that on Earth.
In that case, there is a possibility that the Milky Way Galaxy must be full of highly developed
technological civilizations. It might also be possible for us to see them, and they could also be
here, but we do not see them, which may be attributed to the Fermi paradox. In [28], the authors
presented the concept of cyber singularity concerning intelligence being observed in Cyberspace.
Many past research works suggest different ways of achieving Technological Singularity. Some of
these research works contemplate Technological Singularity as a concept or hypothesis. Therefore,
several research papers lack interpretation involving the experimental analysis and quantified
results. While the field is mostly unexplored, many researchers also believe that it may never
happen [29]. There is a need to explore the area by performing extensive analysis. In the next
section, we shall discuss the proposed work.

2.2 Proposed Work

Technological Singularity deals with machines gaining intelligence equal to or more than
humans; artificial intelligence underpinning machine learning concepts, natural language process-
ing, deep learning, machine memory, etc. [30-33]. The pace with which technological advancement
is moving may affect Technological Singularity. Therefore, it is essential to discuss what factors
contribute to the same. In this section, we identify some factors that may affect Technological
Singularity. We will analyze these factors using Regression Methods in the later areas. The
following are the factors that have been considered for the study.

a. The number of scientific publications in Artificial Intelligence: Scientific journals intend to
advance science’s progress by reporting new research. Since technology is significantly
driven by artificial intelligence these days, the number of scientific publications may impact
technological advancement and may be considered a driver for technological singularity.

b. The number of scientific publications in Machine Learning: The most popular subdomain of
artificial intelligence is machine learning. The study of algorithms and statistical models to
perform a specific task without being explicitly programmed is one way to create intelligent
machines. As machine learning gets better, systems may get more intelligent, and there may
come a time when system intelligence surpasses that of humans.
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c. Dynamic RAM Price: Dynamic RAM 1is a random-access semiconductor memory that
stores each bit of data in a memory cell consisting of a tiny capacitor and a transistor.
The Dynamic RAM price (bits per dollar, at production) has been increasing over the last
few decades, indicating an increase in DRAM speeds. Therefore, it may be asserted that
processing power and memory capacity have been growing.

d. Number of Transistors: Speed of computing may have an impact on Technological Advance-
ment. With more transistors in a given chip, the speed of computing increases. Moore’s
Law states that the number of transistors on a microchip doubles every two years, though
the cost is halved. Thus, we can expect our computers’ speed and capability to increase
every couple of years and pay less for them.

e. Speed of Computers’ Processors: Processing speed determines the performance of comput-
ing devices. Better the performance of computing devices rapidly would be technological
advancement. Million Instructions Per Second (MIPS) measures the raw speed of a com-
puter’s processor. Processing speed may have an impact on the performance of computing
devices, which directly impacts technological advancement.

3 Experimental Analysis

This section discusses the datasets essential for our study and the experimental methods
adopted to justify our research work.

3.1 Datasets

Since our research work deals with regression analysis of the proposed factors, the data was
taken from reliable sources. The datasets for the number of transistors and speed of computer
processors have been taken from the data repository ‘Our World in Data by, Technological
Progress by The Oxford University (https://ourworldindata.org/technological-progress) [34]. The
Dynamic RAM price data has been taken from http://www.singularity.com/charts/page58.html [35].
The website is based on Kurzweil’s idea of technological singularity. Although there are several
factors listed that may lead to technological advancement, we chose the Number of Transistors,
Speed of Computer Processors, and Dynamic RAM [36] because the data is recent from the
list of factors mentioned. There were enough data points to conduct the analysis, unlike any
other factors mentioned on the respective websites. The study finds its basis in Moore’s Law.
The number of Artificial Intelligence and Machine Learning publications has been taken from
the National Center for Biotechnology Information (NCBI) PubMed. The number of research
papers until March 31, 2020, has been considered. The analysis has been conducted using the
R programming language (R Studio). We perform Multiple Linear Regression considering the
Number of publications for Artificial Intelligence and Machine Learning and Dynamic RAM
price. Owing to the lack of abundant data points, microprocessors, and processing speed (MIPS)
have been analyzed using Simple Linear Regression. The solution space for the three equations
has been plotted using MATLAB.

3.2 Experimental Methods

We have already identified a list of factors that may contribute to Technological Singularity.
We intend to introduce the factors mentioned in the previous section as variables for two family
equations. These factors’ effects on technological singularity will be analyzed using regression
methods [37,38]. Since the data pertaining to the five factors listed in the previous section is sparse,
we conduct the analysis using two families of equations. The first equation incorporates the ele-
ments Number of Artificial Intelligence Publications, Number of Machine Learning Publications,
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and Dynamic RAM Price (bits per dollar). The second equation includes the factors. To conduct
the analysis, we perform the following steps using statistical language R. The ALSM package,
which is Companion to Applied Linear Statistical Models, has also been relied on to perform
the analysis.

While there is enough data to conduct Multiple Linear Regression (MLR) with a number of
publications for Artificial Intelligence and Machine Learning, and Dynamic RAM price due to
sufficient data, there is not enough data to conduct MLR for transistors and MIPS. Therefore,
transistors and MIPS have been analyzed using Simple Linear Regression, a particular case of
MLR. We will here be considering first-order models.

Multiple Linear Regression: Multiple regression generally explains the relationship between
multiple independent or predictor variables and one dependent or criterion variable. A dependent
variable is modeled as a function of several independent variables with corresponding coefficients
and the constant terms. Multiple regression requires two or more predictor variables, and this is
why it is called multiple regression. The multiple regression equation explained above takes the
following form:

Y=8X1+BXo+...+B;Xy+Bo+e (1)
y=b1X1+b2X2+...+quq+b0 (2)

In Eq. (1), Y represents the actual/true prediction. 8;s (i=1, 2, ..., g) represent the Popu-
lation Parameters. ¢ is the random error associated with that prediction such that ¢ ~ N(0, 0'2),
such that N represents normal distribution and o2 denotes population variance. Additionally, they
are identically and identically distributed.

In Eq. (2), Y is the point estimate or the best predictive value. b;s (i=1,2,...,¢q) are
the regression coefficients (also known as sample statistic), representing the value at which the
criterion variable changes when the predictor variable changes, by intercept.

Our goal is to mimic the behavior of Eq. (1) using Eq. (2). Here, p=q+ 1, p referring to
the number of parameters. The number of parameters (p) is given by the Number of predictors
(9) + 1 (for first-order models), where n stands for the number of rows/instances/tuples in the

>ei
n—p
Here, s denotes sample standard deviation, q denotes the number of predictors, and s*> depicts
sample variance. For conducting the analysis, we need to make the following assumptions:

dataset. Hence, i =Db;; i=0,1,...,q and 6 =s and & =¢;, where ¢; = Y; — SA(i and s2 =

a. Explanatory variable and response variable(s) follow a linear relation.
b. Residuals (e;) are independently identical.

c. Residuals follow a Normal Distribution.

d. Residuals have constant variance.

The following steps have been considered for conducting the analysis:

a. Linearity Test: Before performing a linear regression analysis, we test our data for linearity.
Linearity means that two variables, x, and y are related by a mathematical equation y = cx,
where ¢ is any constant number. A linear graph indicates a steady-state increase.

b. Histogram: The datasets used for the research are univariate data sets, i.e., they have one
variable. The purpose of a histogram is to summarize the distribution of a univariate data
set graphically.
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c. Transformation using Log Histogram: To respond to the skewness of large values, a his-
togram based on the logarithmic scale may be used. If one or a few points are much larger
than the bulk of data, log histograms may be used for analysis.

d. Transformation using Box-Cox: A Box-Cox transformation is a way to transform non-
normal dependent variables into a standard shape. Normality is an essential assumption for
many statistical techniques. If the data is not standard, applying a Box-Cox enables running
a broader number of tests. We perform Box-Cox transformation using the Maximum
LikeliDhood (MLE). The range chosen to select lambda was (—10, 10). New transformed
y=y

e. Independently Identical Distribution: When the no. of observations (n) is less than 10xp (p is
the number of parameters), the errors are said to be dependent on one another. Hence,
a good generalization needs to be made. Therefore, n > 10p is a good rule of thumb to
follow [39]. No apparent pattern in residual plots also signals the same. Pearson Residuals
can determine the model fit. A residual is a difference between the observed y-value (from
scatter plot) and the predicted y-value (from the regression equation line).

f. Shapiro Wilk Normality Test: The Shapiro—Wilk test is a test for normal distribution exhibit-
ing high power. It may lead to good results, even with a small number of observations. It
is only applicable to check for normality. The basic idea behind the Shapiro-Wilk test is to
estimate the variance of the sample in two ways. Firstly, the regression line in the QQ-Plot
(probability plot) allows estimating the variance. Secondly, the variance of the sample can
also be regarded as an estimator of the population variance. Both estimated values should
approximately be equal in the case of a normal distribution and thus should result in a
quotient close to 1. If the quotient is significantly lower than 1.0, then the null hypothesis
(of having a normal distribution) should be rejected.

g. Brown—Forsythe test: The Brown—Forsythe (B-F) Test is for testing the assumption of equal
variances in the Analysis of variance (ANOVA). The Brown-Forsythe test attempts to
correct for this skewness by using deviations from group medians. The result is a more
robust test. This test does not consist of dividing by the mean square of the error. Instead,
the mean square is calibrated using the observed variances of each group. The underlying
idea is not to assume that all populations are normally distributed. It is performed when
the normality assumption is not viable.

h. Regression Influence Plot: The influence plot helps identify individual data points that might
have undue influence over the fitted regression equation. Unusual data points can be
unusual because they have an unusual combination of X values, or their Y value is given
their X values. Points with usual Xs may be defined as fhigh-leverage points, and points with
unusual Y values (given X) are termed outliers.

1 Ridge Regression: Ridge Regression is a technique for analyzing multiple regression data
that suffer from multicollinearity. Variance Inflation Factor (VIF) detects multicollinearity
in regression analysis. When multicollinearity occurs, least squares estimates are unbiased,
but their variances are large, so they may be far from the true value. By adding a degree
of bias to the regression estimates, ridge regression reduces the standard errors.

J. R-square-coefficient: In regression, the R square coefficient of determination is a statistical
measure of how well the regression predictions approximate the real data points. An
R square of 1 indicates that the regression predictions perfectly fit the data.

k. P-Value: P-value helps to determine the significance of results. A small p-value (typi-
cally <0.05) indicates strong evidence against the null hypothesis, so the null hypothesis
is rejected.
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l. W-Value: W value is associated with the Shapiro-Wilk Normality Test. The test gives a
W value; small values indicate that the sample is not normally distributed (it is acceptable
to reject the null hypothesis that the population is normally distributed if the values are

under a certain threshold).

is rejected.

CMC, 2021, vol.67, no.3

. Type 1 error, alpha =0.05 for all testing and analysis. The probability of making a type I
error is represented by alpha level (), which is the p-value below which the null hypothesis

The following figure is an illustration of the analysis conducted by us (Fig. 1).

»f

Test Failed |

Linearity Test

1

Transformation

Test Passed

r

Shapiro

] Test Passed

Test Failed

Test/Normality
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Influence Point
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No

VIF>10
Multicollinearity

Detect and Remove Influence
Points. Build new model on new
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Ridge
Regression

Test Failed

Change Group
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Figure 1: Steps for the analysis conducted

Although the Variance Inflation Factor (VIF) detects multicollinearity, multicollinearity does

not make sense if there is one variable.

The analysis conducted may be explained in the following steps:

—Step I: Check for Linearity Test

—Step 2: If Test Failed, proceed to Transformation and eventually conduct Linearity Test

+ If Test Passes, perform Shapiro Test, check Normality.

—Step 3: If Test Failed, perform Influence Point Detection/Trim dataset and conduct Linear-

ity Test

+ If Test Passes, perform Brown Forsythe Test

—Step 4: If Test Failed, Change Group size and again perform Brown Forsythe test

+ If Test Passed, check if Variance Inflation Factor (VIF > 10) or Multicollinearity
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—Step 5: If there is no multicollinearity, detect, and remove influence points. Build a model
on a new dataset and check if the model improves.

+ If there is multicollinearity, perform Ridge regression.

4 Results and Discussions

In this section, we will be discussing the equations, analyzing the model by inspecting the
validity of the model, and finding the solution to the equations. We also perform a comparative
analysis concerning some previous works that have been done regarding Technological Singularity.

4.1 Results

Based on the factors considered and the analysis conducted, we have identified three equa-
tions. The first equation has factors like the number of publications in ML, the number of
publications in Al, and Dynamic RAM price, which is analyzed using Multiple Linear Regression.
The second equation considers the number of microprocessor transistors and has been analyzed
using Simple Linear Regression. Finally, the third equation considers Million Instructions Per
Second (MIPS) and is analyzed using Simple Linear Regression. The equations are depicted
as follows:

a. Eq. (1): Y =1965.5085+ 1.5461 = In(AI) + 1.8306 * In(ML) + 0.9860 * In(RAM)
b. Eq (2): Y = —31.81850 4 4.28581(Ix)
c. Eq. (3): YN =12.1780 — 3.9230(1x)

4.2 Model Analysis

To perform validation, we rely on two popular methods, i.e., PRESS statistic and k-fold
cross-validation.

4.2.1 Validation Using PRESS

PRESS refers to the predicted residual error sum of squares. This statistic is a form of cross-
validation used in regression analysis for providing a summary measure of the fit of a model to
a sample of observations that were not themselves used to estimate the model. It is given by the
summation of squares of the prediction residuals for those observations.

PRESS = " (§i — §i, i) (3)

n

The lowest values of PRESS indicate the best structures. If a model is overfitted, small
residuals for observations will be included in the model-fitting, but large residuals for observations
will be excluded. Thus, the smaller the PRESS value, the better the model’s predictive ability.

For Eq. (1),
Y =1965.5085 + 1.5461 % In(AI) 4+ 1.8306 * In(ML) + 0.9860 % In(RAM)

The slopes are unknown to accompany bias due to shrinkage. Hence, the prediction would not
be accurate; rather, it would not be viable to compute the Y values based on these biased values.
However, the low Akaike Information Criterion (AIC) value is indicative of a good prediction.
The AIC values are used for estimating the likelihood of a model for predicting/estimating future
values. The best model has the minimum AIC value among all other models. Hence it provides
a means for model selection. Also, the model explains 92.47% of the variance in Y, which is
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reasonably good. The Bayesian Information Criterion (BIC) is closely related to AIC. Adding
parameters for model fitting may often lead to overfitting. BIC resolves this by introducing a
penalty term for the number of parameters in the model. The BIC value is not as low as AIC,
but this value implies that our model may not be the most parsimonious.

We observe that the Mean Square Error (MSE) is also high, with a value of 1451.15.
Hence, the model parameters are relevant. However, using the predicted residual error sum of
squares (PRESS), we observe that the value of K increases with K increasing from 0 to 0.11 and
beyond (Fig. 2).

Fig. 2 depicts the PRESS vs. Predictor Values. As we know, the smaller the PRESS value, the
better the model’s predictive ability.

PRESS vs K
~ [l TT T NESS= U0 di =1
g - [
we- !
14 T [l
o =4
o
N T T T T T T T
0.00 0.05 0.10 0.15 0.20 0.25 0.30
K

Figure 2: PRESS vs. predictor values (K)

From Fig. 3, it is evident that at (K =0.11), the value of PRESS is 46.4213.

## CK DF ridge EP REDF EF ISRM m scale PRESS
## K= 0 5.0000 3.0000 3.0000 44.0000 0.0000 2.9581 0.0000 20.9368
## K= 0.01 3.9943 2.3310 2.6677 44.3323 0.0763 2.8830 0.6690 24.8221
## K= 0.02 3.7387 2.0910 2.4434 44.5566 0.0537 2.8072 0.9090 27.9283
## K= 0.03 3.5912 1.9474 2.3035 44.6965 0.0463 2.7411 1.0526 30.1111
## K= 0.04 3.4864 1.8446 2.2028 44.7972 0.0426 2.6828 1.1554 31.9884
## K= 0.05 3.4057 1.7646 2.1234 44.8766 0.0404 2.6298 1.2354 33.8013
## K= 0.06 3.3410 1.6992 2.0573 44.9427 0.0389 2.5804 1.3008 35.6567
## K= 0.07 3.2876 1.6441 2.0006 44.9994 0.0379 2.5335 1.3559 37.6070
## K= 0.08 3.2426 1.5966 1.9506 45.0494 0.0371 2.4884 1.4034 39.6800
## K= 0.09 3.2042 1.5551 1.9061 45.0939 0.0365 2.4450 1.4449 41.8910
## K= 0.1 3.1708 1.5183 1.8657 45.1343 0.0360 2.4029 1.4817 44.2489
## K= 0.11 3.1415  1.4853 1.8291 45.1709 0.0356 2.3623 1.5147 (46.758D
## K= 0.12 3.1155 1.4556 1.7956 45.2044 0.0352 2.3230 1.5444 49.4213
## K= 0.13 3.0923 1.4285 1.7648 45.2352 0.0349 2.28563 1.5715 52.2390

Figure 3: PRESS values for Eq. (1)
Tab. 1 depicts the PRESS values for all three equations. While PRESS values for Egs. (1)
and (2) are 46.4213 and 46.7899, respectively, the PRESS value for Eq. (3) is 634.9334. Since the
lowest PRESS values indicate the best structures, Eq. (1) has the best model predictive ability.

Table 1: PRESS values for the equations

Equations Type PRESS value
Eq. (1) MLR 46.4213
Eq. (2) SLR 46.7899

Eq. (3) SLR 634.9394
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Due to multicollinearity in Eq. (1), we performed Ridge Regression. This led to the intro-
duction of bias in the slopes. Although we initially assumed normal distribution, the introduced
arbitrary bias does not give much information on the sampling distribution. Hence, statistical
inference corresponding to a confidence interval and hypothesis testing will not hold. To eval-
uate the likely range of values for our population mean, we calculate the confidence interval.
Confidence intervals are used for measuring the degree of uncertainty or certainty in a sampling
method. The confidence interval with 95% confidence has been calculated as follows:

CI = Point Estimate + Margin of Error

Margin of Error = Standard Error*t(1 — («/2), n—p), where t is the critical value given by
the software (R studio)

For Eq. (2),

CI for b0 with 95% confidence: —31.81850£1.10115%1t(0.975,23 —2)
=(29.528, 34.108), where b0 is the intercept

CI for bl with 95% confidence: 4.28581 +0.06238 * t(0.975,23 — 2)
= (4.156, 4.415), where bl is the slope

For Eq. (3),

CI for b0 with 95% confidence:

12.1780 + 1.5477 % 1(0.975,23 — 2)
= (8.959, 15.396), where b0 is the intercept

CI for bl with 95% confidence: —3.9230 £0.2436 % t(0.975, 23 —2)
= (—4.429, —3.416), where bl is the slope

4.2.2 Validation Using K-Fold Cross-Validation

Cross-validation is a resampling procedure used for evaluating machine learning models on a
limited data sample. K refers to the number of groups that a given data sample is to be split into.
In k-fold cross-validation, the available dataset is partitioned into k number of disjoint subsets,
which are of equal size. The number of resulting subsets is known as folds. The partitioning is
done by randomly sampling the dataset without any replacement. K —1 subsets denote the training
set, and the remaining subset is referred to as the validation set. The performance of each of
the subsets is measured until k subsets have served as validation sets. Finally, the average of the
performance measurements on the k validation is determined as the cross-validated performance.

To validate the models, we perform the k-fold validation and also observe the values for
Eq. (1): Performing k-Fold validation, where (k=15)

Fig. 4 depicts the plot between the Mean squared error of prediction (MSPE) vs. A, a vector
with a grid of values of A to be used. The values on the MSPE axis are 14.884, 14.686, 14.688,
14.690, and so on. The values on the A axis are 0.00, 0.05, 0.10, 0.15, and so on. We observe that
when k=0.11, the values for MSPE lie between 14.684 and 14.686.

The Mean Square Percentage Error (MSPE) is based on the value of k. From Fig. 5, MSPE =
14.68457, for k=0.11.

Root Mean Square Percentage Error = ./MSPE, hence RMSPE = ,/14.68457 = 3.8320
We directly compute the RMSPE over the validation data and get the percentage error.
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Figure 4: MSPE vs. X
$mspe
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
14.68384 14.68381 14.68380 14.68380 14.68383 14.68388 14.68394 14.68403
0.08 0.09 0.1 0.1 0.12 0.13 0.14 0.15
14.68413 14.68426 14.68441 44.68457 14.68475 14.68496 14.68518 14.68542
0.16 0.17 0.18 0.19 0.2 0.21 0.22 0.23
14.68569 14,68597 14.68627 14.68659 14.68693 14.68729 14.68766 14.68806
0.24 0.25 0.26 0.27 0.28 0.29 0.3
14.68848 14.68891 14.68937 14.68984 14.69033 14.69084 14.69137

Figure 5: MSPE values

Eq. (2): Performing k-Fold validation, where (k=15)

The validation metrics used for Eq. (2) are depicted in Fig. 6. We observe that the RMSE

value is 1.406764, and the Mean Absolute Error (MAE) is 1.235215.

##
i

intercept

1

RMSE Rsquared
TRUE 1.406764 0.9962457 1.235215 0.2424256 0.001458675 0.1576556

MAE RMSESD RsquaredSD MAESD

Figure 6: Validation metrics for Eq. (2)

Eq. (3): Performing k-Fold validation, where (k=15)

Similarly, the validation metrics used for Eq. (3) are depicted in Fig. 7. We observe that the
RMSE value is 5.548162, and the Mean Absolute Error (MAE) is 4.606564.

##
##

1

intercept

RMSE Rsquared

MAE  RMSESD RsquaredSD

MAESD

TRUE 5.548162 0.9575419 4.606564 1.659612 0.03717543 1.396856

Figure 7: Validation metrics for Eq. (3)

MSE measures the average/mean squared error of our predictions. RMSE Root Mean Square
Error is very similar to MSE. MSPE measures the mean square percentage error. MSPE summa-
rizes the predictive ability of a model. RMPSE is the Square Root of MSPE. The variation in
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Validation means RMPSE for Eq. (1) and RMSE for Eqs. (2) and (3) is strictly due to the ridge
summary and summary tables created by the software (R-studio).

4.2.3 Solution to the Equations

Kurzweil’s foresight of the technological Singularity predicts its occurrence in 2045 [11],
whereas according to Vinge, Technological Singularity should happen sometime between 2005 and
2030 [6]. The three equations derived consider five factors that we have identified, and all these
equations can give some information about when Technological Singularity might happen. In this
section, we try to find a solution to the equations stated previously. For each equation, we present
two solutions, first between the years 2005-2030 [13] and for the year 2045 [18]

a. Egq. (1): Y =1965.5085+ 1.5461 x In(AI) 4+ 1.8306 * In(ML) + 0.9860 x In(RAM)

For years: 2005-2030

2005 < 1965.5085 + 1.5461 * In(AI) + 1.8306 * In(ML) + 0.9860 * In(RAM) < 2030

l<Al<oo, 1 <ML <00, 1] <RAM <

Denote In(Al) by X, In(ML) by Y and In(RAM) by Z

2005 < 1965.5085 + 1.5461 * X + 1.8306 « Y + 0.9860 * Z < 2030

0<X<00;0<Y<o0; 0<Z <00

The above linear inequality may be expressed in a three-dimensional solution space.
The solution space for the above equation may be depicted as follows (Fig. 8). The colored
region lies in the solution space of the equation derived.

Figure 8: Solution space for Eq. (1) (2005-2030)

For years: 2045

2045 < 1965.5085 4 1.5461 x In(AI) + 1.8306 % In(ML) 4 0.9860 * In(RAM)
79.4915 < 1.5461 * In(AI) + 1.8306 % In(ML) + 0.9860 x In(RAM)

Denote In(Al) by X, In(ML) by Y and In(RAM) by Z

1<Al<oo, 1 <ML <00, 1 < RAM < 00,

79.4915 < 1.5461 * X +1.8306 % Y 4+ 0.9860 % Z

0<X<00;0<Y<o0; 0<Z <00
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The above linear inequality may be expressed in a three-dimensional solution space.
The colored region lies in the solution space of the equation derived. The solution space
for the above equation may be depicted as follows (Fig. 9).

Figure 9: Solution Space for Eq. (1) (2045)

b. Eq (2): Y = —-31.81850+4.28581(Ix)
For years: 2005-2030
2005 < (—31.81850 4+ 4.28581 % X)!/1-1 <2030
1008.098 <X <1021.832
1008.098 < In(x) < 1021.832
This implies, e!908098 < x < 1021832 (hack transform, due to initial log transformation)
Hence, 6.477 %1047 <x < 5.970 % 1043
For year: 2045
2045 < (—31.81850 +4.28581 % X) /11
1030.080 < X
1030.080 < In(x)
e1030.080 < ¥ (back transform, due to initial log transformation)
2.280 % 10%7 <x
c. Eq. (3): Y"1=12.1780 —3.9230 (Ix)
For Years: 2005-2030
2005 < (12.1780 — 3.9230 % X)!/1-1 <2030
—1090.115> X > —1105.119
Also, —1105.119 <In(x) < —1090.115
This implies,
e 10319 < x < o= 1090115 (hack transform, due to initial log transformation)
Hence, 1.129 % 1009 < x <3.707 % 10479
For year: 2045
2045 < (12.1780 — 3.9230 % X) /11
—1114.130> X
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x < e"14130) (back transform, due to initial log transformation)
x < 1.378 % 1044

4.3 Comparative Analysis

In this section, we present a comparative analysis of our research work concerning some
previous research works. Tab. 2 compares our proposed work with previous works in terms of the

achieved results.

Table 2: Comparative Analysis of our proposed work

Author and Year  Proposed work Methodology/parameters Results
Warwick [40] Recommended an Approach to  Human Enhancement-Whole Enhancements through neural
achieve Technological Body or Brain Transplant implants may be a way of
Singularity achieving Technological
Singularity (not supported by
experimental analysis)
Walsh [25] Proposed that Singularity may Arguments: The Fast Thinking The world may never witness a
never happen Dog Argument, The technological singularity;
Anthropocentric Argument, however, it may have an impact
The Limits of Intelligence on the economy and society
Argument, The Computational  (not supported by experimental
Complexity Argument, etc. analysis)
Yampolskiy [24] Proposed that Technological Counter Arguments: Fast Al can recursively self-improve
Singularity may happen sooner  Thinking Dog, The with respect to speed,
than anticipated Anthropocentric Argument, communication, duplicability,
The Limits of Intelligence cognitive ability, etc. (not
Argument, The Computational ~ supported by experimental
Complexity Argument, etc analysis)
Last [41] Proposed a Cosmic Disordered phenomenon, Dialectical Approach to
Evolutionary Philosophy and a ~ thermodynamics, Technological singularity could
Dialectical Approach to thermodynamics, structural become the center of future
Technological Singularity transformations, totality, etc theories of totality.
Silichev Propounded that Artificial Classification of Artificial Level 6 witnesses machine
et al. [42] Intelligence can lead to Intelligence into six levels (1-4, intelligence surpassing human
Technological Singularity weak Al), (5-6, strong Al) intelligence (not supported by
experimental analysis)
lastremska Proposed investment and Statistical Analysis, Multilevel Eight enterprises at a low level
et al. [43] industrial development as Perceptron for forecasting (42.1%), Eleven in medium
means of Technological generalized integral index level (57.89%)
Singularity
Priyadarshini Suggested Presence of Intelligent Entities in Singularity exists in
et al. [28] Technological Singularity in Cyberspace that are Cyberspace (supported by set
the Cyberspace (Cyber self-learning, self-healing, theory)
Singularity) self-organizing, etc.,
Set Theory (Mathematical
Equations)
Our proposed Analyzing the factors of MLR for Eq. (1) (publications Equation 1 is the best model for
work, 2020 Technological Singularity, in Al, publications in ML and the prediction of Technological

using Regression Methods

Dynamic RAM price), SLR for
Number of Transistors

(Eq. (2)), and SLR for Speed
of Computers’ Processors

(Eq. (3))

Singularity, followed by
Eqgs. (2) and (3), respectively.
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In this study, we identified three equations, which are regression models supporting
our research.

Based on the analysis conducted, we can say that Model 1 (Eq. (1), MLR) performs the best,
or is the best indicator of Technological Singularity followed by Model 2 (Eq. (2), SLR) and
Model 3 (Eq. (3), SLR), respectively. The decision may be attributed to the following factors:

a. PRESS value: Comparing the PRESS values for the equations (models), we find that the
PRESS value for model 1 is the least followed by models 2 and 3, respectively. As we
know, the smaller the PRESS value, the better the model’s predictive ability. Hence Model
I’s predictive ability is the best.

b. The solution space for Model 1 is represented in a three-dimensional space. Comparing
the solutions for Model 2 and Model 3, we find that the solutions for Model 3 are too
small concerning the other models, which verifies our judgment of Model 3 being the
least suitable.

c. The RMSE and RMSPE values, as evaluation criteria, indicate that the performance of
Model 1 and Model 2 is significantly better than Model 3.

Some Limitations of the study are as follows:

a. The predictor variable is treated as being continuous. It is hard to infer what a real-valued
prediction means. Hence, predictions must be reported with Confidence Intervals (Mean
Response or Single Response).

b. Model 1 was treated using Ridge Regression, i.e., variables less significant were shrunk to
a greater extent than the more significant variables. This is known to induce bias in the
model. MSE, as large as 1451.15, is indicative of that. The BIC value is not as low, but
this value implies that our model may not be the most parsimonious model.

c. Consider Model 1,

Y =1965.5085 + 1.5461(lai) + 1.8306(Iml) + 0.9860(/ram)

d. Mathematically, when Al = ML = RAM = 1, this implies lai = Iml = Iram = 0. In other
words, our model guarantees that Technological Singularity is to happen after 1965-1966,
which is a very strong assumption to make.

e. Additionally, the study has been carried out using the R-programming language, which has
some limitations of its own. R utilizes more memory. Hence it is not ideal for handling
big data. The packages and the programming language confined to R are relatively slow.
Moreover, the algorithms are spread across packages, which is challenging as well as
time-consuming.

5 Conclusion and Future Work

The fascinating field of Artificial Intelligence promises innovations and advancement in mul-
tiple realms of technology. However, it also brings the anticipation of an unseen tomorrow, which
may witness machines gaining intelligence greater than or equal to humans, and the society
does not entirely benefit from it. Hence, there is a need to identify specific factors that may
contribute to this technology advancement so that appropriate measures may be taken if such
a situation arises. This paper identified additional factors that can lead to Technological Singu-
larity and analyzed them using regression methods. We derived three models, i.e., one Multiple
Linear Regression Model (MLR) and two Simple Linear Regression (SLR) models, and analyzed
their predictive abilities. We justified that an MLR based on Artificial Intelligence and Machine
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Learning Research and Dynamic Random-Access Memory (RAM) price has the best predictive
ability using validation methods. This study validates that research in AI and ML (publications)
along with Dynamic RAM prices can contribute immensely to Technological Singularity as com-
pared to other factors like Microprocessor Transistors and MIPS. In the future, we would like
to explore more Artificial Intelligence methods for analyzing the performance of the models and
comparing them with the conducted study. Although we attempted to analyze five factors for
this study, several other factors may act as a driving force towards Technological Singularity.
It would be interesting to explore the effect of Quantum computing’s processing power on
Technological Singularity.
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