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Abstract: Data collection using a mobile sink in a Wireless Sensor Network
(WSN) has received much attention in recent years owing to its potential
to reduce the energy consumption of sensor nodes and thus enhancing the
lifetime of the WSN. However, a critical issue of this approach is the latency of
data to reach the base station. Although many data collection algorithms have
been introduced in the literature to reduce delays in data delivery, their per-
formances are affected by the �ight trajectory taken by the mobile sink, which
might not be optimized yet. This paper proposes a new path-�nding strategy,
called Energy-ef�ciency Path-�nding Strategy (EPS) in the Air-Ground Col-
laborative Wireless Sensor Network (AGCWSN). The proposed approach is
able to greatly enhance the ef�ciency of data collection. The performance of
the proposed strategy is simulated and compared with the existing strategies
over several parameters. The simulation results show that the mobile sink
with EPS can collects data with lower data delivery delay as compared to
other existing strategies. The number of data retransmissions between sensor
nodes and mobile sink in EPS is also the lowest in EPS among several existing
strategies. The data delivery delay is 66% and 120% lower than Rest Center
Tractor Scanning (RCTS) and Non-stop Center Tractor Scanning (NCTS) in
irregular and grid topology respectively. The data delivery delay is 62% lower
than Two Row Scanning (TRS) in grid topology and 120% lower than RkM
in irregular topology. The packet loss of EPS-2 is 1.3% lower than RkM.
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1 Introduction

Wireless Sensor Network (WSN) has revealed great potential in a wide range of applications
such as agribusiness, military, health care, environmental etc. [1–3]. WSN is a wireless network
consists of spatially distributed autonomous devices with inbuilt sensors, called sensor nodes
to monitor physical or environmental information of a targeted area [4]. The low-power and
inexpensive sensor nodes are equipped with small data processing unit, limited memory unit,
constrained transmission range transceiver, and �nite available energy [5,6]. With the equipped
components, the sensor nodes are able to sense the environmental attributes and forward the
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sensed data to a base station. Typically, such data forwarding is carried out through multi-hop
communication as shown in Fig. 1 [7].
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Figure 1: Multi-hop communication of WSN [7]

In multi-hop communication, the sensor nodes which are close to the base station prone to
experience traf�c congestion because they act as the relay nodes to forward the sensed data from
other sensor nodes to the base station. As a result, the nearer a sensor node is to the base
station, generally the more quickly its energy is depleted. While the energy of a sensor node is
depleted, the communication linkage between the base station and some sensor nodes could be
broken, leaving the base station unreachable from these sensor nodes and thus interrupting the
data collection process. In the literature, this situation is named as the energy hole problem, which
is also referred to as the uneven sensor nodes’ energy depletion phenomenon in the sensed area [8].

The energy hole problem is one of the critical challenges in enhancing network lifetime for
WSN using multihop communication [9]. To resolve the issue, a mobile sink approach has then
been introduced where a mobile sink is scheduled to move around in the WSN to collect sensed
data directly from sensor nodes so as to improve load balancing among the sensor nodes [10].
After collecting the data, the mobile sink will have to return to the base station in order to of�oad
the data and charge its battery. Due to the vehicle capability, the weight carried by the mobile sink
and thus the battery capacity are limited. Therefore, the duration of a round of data collection by
the mobile sink in the sensed area is quite tight [11]. To enhance the ef�ciency of data collection
in WSN, the energy (battery capacity) used by the mobile sink needs to be optimized [12,13].

In general, there are two possibilities to implement a mobile sink—Using a ground or an
aerial vehicle. However, there are several disadvantages of using a ground vehicle for data collec-
tion in a WSN, especially when the terrain is unstructured and with obstacles. For example, the
sensed area is located inside a forest which creates dif�culty for the ground mobile sink to move;
or a river lies between the base station and the sensed area which isolates the base station from
the sensed area. To avoid the above-mentioned problems, this paper studies the approach that uses
an aerial mobile sink for data collection in WSN. Such a WSN is also known as the Air-Ground
Collaborative Wireless Sensor Network (AGCWSN).

We propose an Energy-ef�ciency Path-�nding Strategy (EPS) for AGCWSN to enhance the
ef�ciency in data collection. Basically, an aerial mobile sink in an AGCWSN will be �ying through
several data collection points to collect data [14]. Rather than each data collection point covers
only one sensor node, we further propose that Intermediate Points (IPs) can be pre-de�ned so
that each of them covers several sensor nodes rather than one. That is, when the mobile sink
passes by an IP, the sensor nodes within the transmission range will upload the sensed data to
the mobile sink by single-hop transmission. Moreover, the entire set of IPs should cover all the
sensor nodes in the sensed area. Throughout study and simulation, if a proper set of IPs and
the corresponding fairly good �ying path can be identi�ed, EPS is able to effectively reduce the
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mobile sink’s �ight distance. Since the time needed to create the best �ight trajectory is increased
exponentially when the number of IPs increases, the Genetic Algorithm (GA) is used to compute
an acceptable �ight trajectory to avoid a long waiting time for �ight trajectory generation [15].

The remaining of the paper is organized as follows. Section 2 presents a background review
of existing AGCWSN algorithms. A design of EPS is exhibited in Section 3. Simulation results
are shown and discussed in Section 4. Lastly, Section 5 concludes our work.

2 Related Works

Traditionally a WSN is formed by a number of sensor nodes and a static sink where the
sensor nodes forward sensed data to the static sink wirelessly in the sensed area. A multi-hop
routing protocol is needed in data collection when the distance between the sensor nodes and
the static sink exceeds the transmission range [10]. Hence, it triggers the energy hole issue in
WSN [16].

Several heuristic algorithms are proposed in [17] showed that by employing a high number
of static sinks, it can effectively shorten the average distance from each sensor node to one of
the sinks. This greatly reduces the number of hops needed for data relaying and the energy
consumption of the sensor nodes. In [7], a fast, adaptive, and energy-ef�cient data collection
protocol is proposed. The sensor nodes are paired in the different time slots, so the sensed data
is transmitted simultaneously in every time slot to archive fast and energy-ef�cient during data
collection. This results in lower data delivery latency and packet loss. Both [7,17] outperform other
existing algorithms and protocols, but the energy hole issue still exists.

The mobile sink is introduced to resolve the issue mentioned above. In [18], an approach
that combines a mobile sink and multiple static sinks is proposed. In particular, the authors
propose that a Cluster Head (CH) is selected in each cluster to act as the static sink in that
cluster. Furthermore, the selection is based on two criteria, (1) the sensor nodes which have higher
remaining energy than the average residual energy of other sensor nodes, (2) the sensor nodes
which are closer to the mobile sink. The mobile sink is then moving around to collect data
from the CHs. In [19], the authors propose Mobility based Data Collection Algorithm (MDCA)
for WSN to prolong the network lifetime, where multiple mobile sinks are deployed to collect
sensed data from their respective CHs at the sensed area. One of the predetermined trajectories
is the diameter of the circle area and the other two are �xed on arc lines. The authors in [20]
introduce one static sink and one mobile sink for data collection. The static sink collects sensed
data from the CHs in the inner circle whereas the mobile sink collects sensed data from the
CHs in the outer circle of the sensed area. The network lifetime is extended for the sensor
nodes by the balanced network load in [18–20] with the use of the multi-hop routing protocol.
However, the battery energy of each CHs, which acts as the sink node, would deplete much
faster as compared to non-CHs sensor nodes [21]. This is because the CHs have to perform some
mathematic calculations [22] and relay all of the collected sensed data from their respective cluster
members to the mobile sink(s).

In [23] sensor nodes are arranged in a structured topology. After sensed data are collected
from two rows of sensor nodes, the mobile sink returns to the base station. Research work in [24]
attempts to reduce the battery consumption of the mobile sinks as they do not need to traverse
every sensor node on the �eld. The approaches proposed in both [23,24] can achieve low data
delivery delay because the �ight trajectory of a mobile sink is shortened. However, they may also
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result in inef�cient use of energy as the battery energy could still need to be used for collecting
data from the remaining sensor nodes.

During data collection, mobile sinks in [13] return to the base station only when the buffer
is full or the battery needs to be recharged. The simulation result shows that data collection
ef�ciency is increased by maximizing buffer and battery capacity utilization. However, the mobile
sink’s trajectory in [13] is using the “Scan” movement pattern [25] as shown in Fig. 2. This is
unsuitable in an irregular topology because some areas along the mobile sinks’ trajectory might
not have any sensor node being placed.

Figure 2: Mobility pattern of mobile sinks in [13]

In [26], two algorithms are proposed for the Rendezvous Points (RPs) selection process. The
algorithms consider two main factors which are to maximize the number of one-hop neighbors
or to reduce the average hop distance. The �ight trajectory is formed by minimizing the distance
of the RPs from the center of the sensed area. The simulation results show that [26] outperforms
some existing algorithms in terms of energy consumption and network lifetime but the packet loss
factor is high due to the channel contention issue.

3 Energy-Ef�ciency Path-Finding Strategy (EPS)

In our proposed EPS framework for AGCWSN, the base station determines suitable Interme-
diate Points (IPs) that can cover all sensor nodes and arranges a �ight trajectory for the mobile
sink during setup time. It consists of two phases, which are the Intermediate Point Selection (IPS)
phase and the path selection phase.

3.1 Intermediate Point Selection Phase
Considering the Cartesian coordinate system over the sensed area, in the beginning, the

coordinates of all the sensor nodes yet to be covered by IPs are recorded in set A = (x1,y1),
(x2,y2), (x3,y3), . . . , (xn,yn) where n is the total number of sensor nodes deployed in the sensed
area. With reference to Fig. 3, the sensed area is further divided into multiple grids with an equal
size of 50 m × 50 m per grid, because the radius of transmission range of a sensor node is
considered to be 50 m. Assume that there are R rows and C columns of the grid system, the
information about the row and column where each sensor node is located is store into an array.
We further assume that the base station is located at the leftmost of the sensed area as shown in
Fig. 3, then in the IPS phase, the base station starts the calculation for IPs formation from the
sensor nodes located in the leftmost column to the rightmost column, in a row-by-row manner.
This is to ensure that the generated IPs are closer to the base station in order to reduce the
�ight distance.
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Figure 3: The �oor plan of IPs formation

The base station will �rst select a sensor node as a reference point and denoted by E. Then,
the base station will start to locate all sensor nodes which are neighboring E, and inserted these
sensor nodes into Set B= {P1,P2, . . . ,Pm}. To de�ne the radius of the E’s neighborhood, we need
to consider that the mobile sink’s velocity is unchanged during data collection in the sensed area,
and this may result in that the mobile sink exits the transmission range of a sensor node before
the data collection is completed. Hence, we have to have some buffer for the neighborhood of
E, and thus only the sensor node which is less than 40 m from E are quali�ed to be inserted
into Set B. The coordinates of E and the sensor nodes(s) in Set B are used to form an IP in
the next step. After some calculation (which will be discussed in the next subsections), IPs will be
determined for E and the sensor node(s) in Set B in such a way that they will be covered. Since
they are covered by IPs already, E and the sensor node(s) in Set B will be removed from Set A,
and in the meantime Set B will be made empty for the next round of calculation. When the next
round of calculation starts, the base station will again select a sensor node from Set A and make
it the next reference point E, and the algorithm repeats. Such a process will continue until the
remaining sensor nodes in Set A are unquali�ed to form as a group, then the base station creates
IPs for the remaining sensor nodes by using sensor nodes’ coordinates. Based on the calculated
IPs, the base station can then generate a �ight trajectory by using GA.

As mentioned, one of the key actions in the above process is to determine IPs for E and the
sensor node(s) in Set B. Such an action is referred to as IP formation. In this paper, we consider
two possible IP formations strategies, namely two sensor nodes per group and three sensor nodes
per group, respectively. The details are discussed in the following subsections.

3.1.1 Two Sensor Nodes Per Group
The mobility strategy for two sensor nodes per group is named as Energy-ef�ciency Path-

�nding Strategy-2 (EPS-2). The distances between E and every sensor node in Set B is calculated.
The sensor node in Set B that has the shortest distance with E, for example, Pi, is chosen to form
an IP with E. An IP is created by calculating the intermediate position of E and Pi and is stored
into Set C. E and Pi are removed from Set A and Set B respectively.

This strategy is illustrated in Fig. 4. Fig. 4a shows that the strategy calculates the distance
between two sensor nodes. The IP is created as shown in Fig. 4b. The strategy will continue to
form IPs for the remaining sensor nodes as shown in Fig. 4c. If the sensor node is far from
its neighbor and unable to form an IP, the IP is created by using its positioning information as
shown in Fig. 4d.
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Figure 4: IPS phase for EPS2

3.1.2 Three Sensor Nodes Per Group
The mobility strategy for three sensor nodes per group is named as Energy-ef�ciency Path-

�nding Strategy-3 (EPS-3). The distance between E and two sensor nodes from Set B is calculated.
If the distances between these three sensor nodes are within 40 m, then their semi perimeter and
the triangular area will be calculated.

The result is recorded into Set T = {T1,T2,T3, . . . ,Tm}. The group of sensor nodes that
have the smallest value in Set T is selected to form a permanent group and removed from Set
A and Set B respectively as shown in Fig. 5. An IP is calculated for the permanent group. The
x-position of the IP is calculated by taking the average of the x-position of the three sensor nodes
from the permanent group. While the IP’s y-position is obtained by taking the average of the
y-position of the three sensor nodes. The x-position and y-position of the IP is stored into Set
IP= {IP1, IP2, . . . , IPm}.

Sensor node

Intermediate Point

Smallest triangular area

Figure 5: IPS phase for EPS3

This strategy is continued to form IPs for the remaining sensor nodes in Set A and Set B. If
the remaining sensor nodes are unable to form a triangle, then the EPS-2 is executed.

3.2 Path Selection Phase
To �nd the shortest trajectory for a mobile sink, theoretically all possible trajectories should

be considered. However, the total number of the possible �ight trajectories is actually the factorial
of the number of IPs to be visited. Thus, if the number of IPs is large, then the waiting time in
trajectories generation will be too long using the current modern computing equipment.

The problem of �nding the optimal trajectory can actually be formulated as a travelling
salesman problem, which has been proven to be NP-complete [27]. Hence, it is impractical to
�nd the shortest �ight trajectory as it consumes too much time. Therefore, a “good-enough”
�ight trajectory should be considered to avoid a long waiting time. The “good-enough” trajectory
might not be the shortest �ight trajectory, but it is the �ight trajectory that ful�lls the prede�ned
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minimum criteria. For example, the criteria can be de�ned as that the mobile sink has to return
to the base station before the battery energy is running out, and in the meantime, it has to stay
in the sensed area as long as possible to cover the data collection for as many nodes as possible.
The “good-enough” �ight trajectory is generated by using the GA, so the path selection process
is ended when a “good-enough” �ight trajectory that meets the prede�ned minimum criterion
is found.

Based on the calculated IPs’ positioning information during the initialization stage, the GA
selects a recorded position randomly to be a parent and uses it to select a child for the next
generation. This process is repeated until a �ight trajectory is generated. After that, the GA
rebuilds the �ight trajectory until it meets the prede�ned minimum criterion.

4 Simulation and Result

In this section, the simulation network model, parameters, con�gurations, and results are
discussed as follows.

4.1 Simulation Network Model
Grid and irregular topologies are simulated in this paper. In the grid topology, sensor nodes

are arranged neatly by 50 m away from their neighbors. In the irregular topology, sensor nodes are
placed randomly. A base station is located outside the sensed area. The mobile sinks are located
at the base station initially and they will move into the sensed area for data collection.

The following network characteristics are assumed in the network model:

• One mobile sink is allowed to operate in the sensed area at any given time.
• Mobile sinks are not affected by external factors such as wind.
• A base station has an unlimited power supply.
• Mobile sinks will recharge when they arrive at the base station.
• Stop-and-Wait (S&W) Automatic Repeat Request (ARQ) technique is applied to retransmit

a lost packet [18].
• At any given time, the mobile sink can communicate to only one sensor node and exchange

only one data packet at a time.

4.2 Simulation Parameters and Con�guration
The proposed model is simulated using OMNeT++ [28]. The maximum simulation time can

only be set to 92,223 s due to the restriction of the simulation tool. The simulation parameters
are shown in Tab. 1.

4.3 Simulation Result and Discussion for Irregular Topology
In the irregular topology, EPS-2 and EPS-3 are compared with several related strategies,

namely RkM [26], RCTS [14], and NCTS [14]. The impacts of different strategies on packet lost
percentage, average �ight distance, and data delivery delay are investigated.

Fig. 6 illustrates the packet loss percentage for different strategies. It shows that the RkM
has the highest value of packet loss percentage, which is 3.5% over its total packet collected. For
EPS-2 and EPS-3, the packet loss percentages are 2.2% and 2.5% respectively. For RCTS and
NCTS, the packet loss percentages are both closed to 1%. According to Tab. 2, 81% of the sensor
nodes in RkM are assigned to an IP and 47% of the sensor nodes are connected to the same IP
with three or more sensor nodes. Due to multiple connections are trying to be established between
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the mobile sink and the sensor nodes during limited contact duration, the channel is congested.
Hence, the packet lost count in RkM is higher compared to the other mobility strategies. In EPS-
2, at most two sensor nodes are registered to the same IP while in EPS-3, at most three sensor
nodes are registered to the same IP. Therefore, the total packet loss of ESP-3 is higher than of
ESP-2 because of the channel contention issue.

Table 1: Simulation parameters

Parameters Grid topology Irregular topology

Simulation tools OMNeT++ (MiXiM platform)
Routing protocol Single-hop routing protocol
Packet size (B) 32
Sensed area (m) 550× 550
Number of nodes 144
Max. transmission range (m) 50
Max. simulation time (s) 92,223
Mobile sink velocity (ms−1) 1
Mobile sink battery capacity (mAh) 3000
Mobile sink battery discharge (%) 80
Mobile sink average Amp Draw (mA) 4
Mobile sink buffer size (B) 512000
Distance between the mobile sink and sensor nodes (m) 2
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Figure 6: Packet loss % in irregular topology

Fig. 6 shows that the packet lost percentages of RCTS and NCTS are the lowest among the
mobility strategies. This is because according to Tab. 2, 70% of the sensor nodes in RCTS and
NCTS do not share the IP with any other neighbors. Hence, the possibility of a packet loss to
happen is lower compared to the other mobility strategies.

Fig. 6 proves that the fewer number of sensor nodes are registered to an IP results in a lower
percentage of packet loss. However, more Ips that the mobile sink should visit and thus the fewer
sensor nodes can be covered in each trip.
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Table 2: Percentage of sensor nodes formed one intermediate point

Strategy Percentage of sensor nodes formed one intermediate point

6-to-1 5-to-1 4-to-1 3-to-1 2-to-1 1-to-1 Relay nodes

CTS – – – 8% 25% 70% –
NCTS – – – 8% 25% 70% –
RKM 8% 14% 25% 23% 11% 8% 11%
EPS-2 – – – – 79% 21% –
EPS-3 – – – 67% 13% 20% –

The average �ight distance for these strategies is recorded as in Fig. 7. RkM uses the k-
means clustering algorithm to obtain a set of potential positions of RP. Then the RP positions
are utilized to obtain the �ight trajectory by using Christo�s’s heuristic [26]. EPS-2 and EPS-3
use IPS to obtain a set of IPs. After that, the IPs are utilized to obtain the �ight trajectory by
using GA.
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Figure 7: Average �ight distance per round trip in irregular topology

According to Fig. 7, RCTS and NCTS are having the highest average �ight distance per round
trip as compared to RkM, EPS-2, and EPS-3. In the irregular network topology, the density of
sensor nodes in the sensed area is not equally distributed. Some areas in the sensed area may
have none or fewer sensor nodes are allocated while some may have more. The �ight trajectories
that are applied in RCTS and NCTS cover every part of the sensed area. This includes the areas
without any existence of a sensor node. However, areas without the allocation of sensor nodes are
excluded from the �ight trajectory that is applied in RkM, EPS-2, and EPS-3. Hence, the average
�ight distance per round trip for RCTS and NCTS are double of RkM, EPS-2, and EPS-3. This
shows that the existence of the IPs reduces unnecessary �ight distance during data collection.

Data delivery delay is one of the important factors to determine the ef�ciency of data
collection in AGCWSN. The data delivery delay of the strategies is presented in Fig. 8 which
shows that the data average delivery delay of RkM is 9360s, which is 120% higher than EPS-2.
According to Fig. 7, the average �ight distance for RkM is almost the same as EPS-2 and EPS-3.
However, Tab. 2 also shows that 47% of the sensor nodes in RkM are registered to the same
IP with three or more sensor nodes, which causes the channel contention issue. Besides that, the
multi-hop routing protocol is applied in RkM. In the simulation, 11% of the sensor nodes relay
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the sensed data to the sensor nodes which are nearer to the IPs. The sensor nodes which act as
relay nodes have to upload their own sensed data and their neighbors’ sensed data to the mobile
sink within the limited contact duration. Within the limited contract duration between the mobile
sink and the sensor nodes, a limited number of packets is received by the mobile sink. This causes
a situation where the sensor nodes have packets that are yet to be uploaded to the mobile sink,
but the mobile sink might have already left the communication range. Hence, the data delivery
delay is high.
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Figure 8: Average data delivery delay in irregular topology

The reason for RCTS and NCTS has a higher average data delivery delay, compared to EPS-2
and EPS-3, is because of their long �ight distance which is shown in Fig. 7. The sensor nodes’
waiting time for the next approach of the mobile sink is longer, so the data delivery delay is
higher. This shows that the data delivery delay is impacted by the number of sensor nodes which
are connected to an IP and the �ight distance taken by the mobile sink.

4.4 Simulation Result and Discussion for Grid Topology
To investigate the impact of IPs in the grid topology, EPS-2, TRS [23], RCTS [13], and

NCTS [13] are simulated. The results are shown and the impacts of different strategies on packet
lost percentages, average �ight distance, and data delivery delay are discussed in this subsection.
It should be noted that EPS-3 is not considered because in the grid topology being studied, it is
not possible to �nd an IP to cover a group of 3 sensor nodes.

Fig. 9 shows the packet loss percentage for RCTS, NCTS, TRS, and EPS-2 in the grid
topology. EPS-2 has the highest value of packet loss as shown in Fig. 9. This is due to only
one sensor node establishes communication with the mobile sink in RCTS, NCTS, and TRS. But
in EPS-2, two sensor nodes are trying to establish the connection with the mobile sink at the
same transmission window. Therefore, the channel is congested which causes packet loss as shown
in Tab. 3.

Fig. 10 presents the average �ight trajectories of these strategies. The �ight trajectories that
are applied in RCTS and NCTS cover every part of the sensed area. This includes the areas
without any existence of a sensor node. However, the areas without the allocation of sensor nodes
are excluded from the �ight trajectory which is applied in EPS-2. This is to preserve the mobile
sink’s limited battery capacity during data collection. Hence, the average �ight distance per round
trip for RCTS and NCTS are 170% higher than EPS-2 as shown in Fig. 10.
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Figure 9: Packet loss % in grid topology

Table 3: Packet loss % in grid topology

Data generation rate Packet lost percentage (%)

RCTS NCTS TRS EPS-2

30 s 0.00048913 0.00024329 0.00095521 1.94001597
15 s 0.00707528 0.00668102 0.00071603 2.94914374
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Figure 10: Average �ight distance per round trip in the grid topology

TRS is similar to RCTS and NCTS where the �ight trajectory covers every part of the sensed
area. However, according to Fig. 10, the average �ight trajectory for TRS is 42% lower than RCTS
and NCTS. This is because the mobile sink in TRS returns to the base station after collects data
from two rows of the sensor nodes. However, the mobile sink in RCTS and NCTS only returns to
the base station when its battery energy is running out. In the situation where the mobile sink in
RCTS and NCTS stops the �ight when it is visiting a sensor node which is located far away from
the base station, the mobile sink spends a larger amount of time to return to the base station.
The fully charged mobile sink is also required to spend a larger amount of time to reach the
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position where the previous mobile sink has stopped. This is the reason why the average �ight
distance for TRS is lesser than RCTS and NCTS.

Fig. 11 shows that the average data delivery delay for RCTS and NCTS are 120% higher
than EPS-2. This is because EPS-2 has a shorter �ight distance taken by the mobile sink during
data collection as shown in Fig. 10. The average data delivery delay for all mobility strategies in
the buffer full scenario is slightly higher than in the buffer non-full scenario. This is because in
the buffer full scenario, the mobile sink returns to the base station due to the buffer is full. The
remaining sensed data which is yet to be uploaded to the mobile sink will have to wait for the
next mobile sink’s approach. Hence, the average data delivery delay is higher. Fig. 11 shows that
the �ight distance taken by the mobile sink greatly impacts the data delivery delay.
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Figure 11: Average data delivery delay in the grid topology

5 Conclusion

In this paper, we have proposed an Energy-ef�cient Path-�nding Strategy (EPS) in the Air-
Ground Collaborative Wireless Sensor Network (AGCWSN) to improve the ef�ciency of data
collection. The performance of the proposed strategy is compared with other existing strategies
under the same simulation network model, parameters, and con�guration. The simulation results
show that EPSs outperform the other existing data collection strategies in terms of data delivery
delay and utilization of the mobile sink’s battery capacity. It is observed that the proposed strategy
has a higher packet loss percentage as compared to the strategies which do not have IP or RP
involved. This is explained by the occurrence of channel contention issue when more than one
sensor node is connected to the mobile sink during the same communication window. However,
with the lower data delivery delay and better utilization of the mobile sink’s battery capacity, the
proposed strategies still have much better performance as compared to the other strategies. For
the future work, this study can be extended to multiple mobile sinks that operate simultaneously
in the sensed area to further reduce data delivery latency. The data burst scenario can also be
considered in the future simulation.
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