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Abstract: This study proposes an approach based on machine learning to
forecast currency exchange rates by applying sentiment analysis to messages
on Twitter (called tweets). A dataset of the exchange rates between the United
States Dollar (USD) and the Pakistani Rupee (PKR) was formed by collecting
information from a forex website aswell as a collection of tweets from the busi-
ness community in Pakistan containing finance-related words. The dataset was
collected in raw form, andwas subjected to natural language processing by way
of data preprocessing. Response variable labeling was then applied to the stan-
dardized dataset, where the response variables were divided into two classes:
“1” indicated an increase in the exchange rate and “−1” indicated a decrease
in it. To better represent the dataset, we used linear discriminant analysis and
principal component analysis to visualize the data in three-dimensional vector
space. Clusters that were obtained using a sampling approach were then used
for data optimization. Five machine learning classifiers—the simple logistic
classifier, the random forest, bagging, naïve Bayes, and the support vector
machine—were applied to the optimized dataset. The results show that the
simple logistic classifier yielded the highest accuracy of 82.14% for the USD
and the PKR exchange rates forecasting.

Keywords: Machine learning; exchange rate; sentiment analysis; linear
discriminant analysis; principal component analysis; simple logistic

1 Introduction

Sentiment analysis is the process of identifying the general sentiment in a given text in
an automated fashion. It consists of ranking the opinions expressed in the text to determine
whether the relevant attitude has a positive, negative, or neutral tone [1]. In recent years, sentiment
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analysis has received considerable attention, not only from scientific researchers, but also from
practitioners in marketing and advertising. This development can be attributed to recent advances
in online social networks and the speed of information relay [2]. In particular, large amounts
of data are gleaned from social media to analyze sentiments. Indeed, to obtain information
reflecting the mood at any given time, we need to collect the relevant social media posts containing
heterogeneous views. It is useful to analyze the content of popular social media platforms, such as
Facebook, Twitter, and LinkedIn. Analyzing posts within a given time frame can help determine
general public opinion on a specific topic [3].

The currency exchange rate is defined as the price of one currency as expressed in another.
This is continually determined in the everchanging financial market by determining the supply of
and demand for a given currency. The current system is based on a regime of floating change,
and is characterized by the freedom to change currency rates in financial markets [4].

The variation in the rate of change in currency is driven by many economic determinants.
Among them is economic growth—whereby a country records an increase in economic transac-
tions that increase the demand for its currency but this does not always lead to an appreciation
in its exchange value—expected inflation—whereby the price of a basket of basic goods in foreign
currency should be the same as that in the local currency [5], such that the exchange rate of
the currency of a country with rising inflation depreciates—the current account—an economic
aggregate that reflects trade imbalances between a country and the rest of the world [6], where a
current account surplus normally leads to an appreciation in the exchange value of the currency,
and the opposite obtains in case of a current account deficit—the interest rate differential—
whereby ever more players intervene in the changing market by making trade-offs between the
levels of remuneration offered by different countries and their central banks—and central bank
interventions, according to which central banks around the world provide quantitative support for
national monetary policies [7].

In this study, we focus on exchange rate content available on Twitter. In brief, Twitter is a
so-called “microblogging” social network with 350 million monthly active users that allows for
communication in the form of messages not exceeding 280 characters, called “tweets” [8]. These
messages are not addressed to a particular person but to all subscribers (“followers”) of the person
sending the message (it is also possible to send a private message to a specific user). The principle
is simple: Type the message and tap “Tweet” to broadcast it to your followers. A notification
appears in your device’s status bar and disappears once your tweet has been posted. The major
attraction here is immediacy: One can get real-time information and broadcast it instantly. Twitter
allows users to share information quickly, which is crucial to the exchange of opinions in real
time. Of course, Twitter is also an important customer service tool [9].

The three major benefits of sentiment analysis on Twitter are scalability, real-time analysis,
and consistency of criteria. “Scalability” allows for the analysis of many tweets mentioning a
specific topic [10]. Some manual tasks can also be automated to scale the tools for sentiment
analysis as the amount of data grows, thus delivering valuable insights in real time. Real-time
analysis is essential for monitoring sudden changes in the public mood. In particular, it is useful
for determining if negative reviews, of a given product or service, are on the rise and taking
appropriate action before the problem worsens. Moreover, real-time analytics includes the real-time
tracking of brand mentions on Twitter using sentiment analysis. The criteria used are consistent
because machine learning models can be used for sentiment analysis using a precise set of rules.
In this way, Twitter data can be labeled consistently, thus avoiding inconsistencies resulting from
human error [11].
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The proposed study makes the following contributions:

• Tweet preprocessing: For this purpose, various means of natural language processing
(NLP) are employed to preprocess the extracted dataset, such as removing irregular terms,
accepting English tweets only, and extracting, lemmatizing, and removing stop words.

• Data labeling: To label the dataset, we use the Natural Language Toolkit (NLTK) Python
library [12], which assigns numerical sentiment scores (on a negative-to-positive scale) to
the data.

• Visualization: This process is used to better understand and represent the data for analysis.
We use linear discriminant analysis (LDA) [13] followed by principal component analysis
(PCA) [14] to project high-dimensional data in low dimensions.

• Machine learning approach: Supervised machine learning (ML) classifiers are used to
build the simple logistic (SL), random forest (RF), bagging (B), naïve Bayes (NB), and
support vector machine (SVM) classification models through a cluster obtained using a
sampling approach.

No study to date has considered forecasting the United States Dollar (USD) and the Pakistani
Rupee (PKR) exchange rate. Indeed, most relevant research has engaged in exchange rate forecasts
for other currencies as well as bitcoin forecasts [15–23]. Some of them are presented in Tab. 1.

Table 1: Past work in the relevant areas of finance

Reference Dataset Type Source Methodology

[15] Own Cryptocurrencies Web forum Machine learning
[16] Own Bitcoin Web forum Deep learning
[17] Available Cryptocurrencies Twitter Sentiment analysis
[18] Own Stock prediction Twitter Sentiment analysis
[19] Own Stock market Twitter Sentiment analysis
[20] Own Stock market Twitter Hybrid Naïve Bayes
[21] Available Interest rate Twitter Deep learning
[22] Own Stock market Twitter Deep learning
[23] Own Bitcoin Twitter Machine learning
Proposed method Own USD/PKR exchange rate Twitter Machine learning

2 Material and Data Collection

This study aims to forecast the exchange rate between the United States Dollar (USD) and the
Pakistani rupee using tweets from Twitter. For this purpose, first, we scraped a publicly available
exchange rate dataset from the Pakistani Forex website (http://www.forex.com.pk) based on the
exchange rate between the USD and the Pakistani rupee via a Python library called Scrapy. The
exchange rates were collected from January 1, 2015 to January 1, 2020.

Second, we collect a dataset based on the Twitter timeline (https://www.twitter.com) containing
tweets from the Pakistani business society, the Ministry of Finance, politicians, and the State
Bank of Pakistan using the Python library Tweepy. A total of 7,800 samples were collected.
Twitter provides text analysis using various parameters of tweets to the research community.
Tweets can be scraped using a query-based method or a targeted user. We used targeted users with

http://www.forex.com.pk
https://www.twitter.com
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specific financial terms, like “cash flow,” “profit and loss,” “income statement,” and “net profit,”
as described in Tab. 2.

Table 2: Trending financial terms gleaned from social media

Sr. No. Finance words Sr. No. Finance words Sr. No. Finance words

1 #Assets 6 #Balance-sheet 11 #Net-profit
2 #Liabilities 7 #Accounts-receivable 12 #Expenses
3 #Income-statement 8 #Cash-flow 13 #Profit-loss
4 #Accounts-payable 9 #Liability 14 #Gross-profit
5 #Fixed-asset 10 #Loan-value 15 #Debt-consolidation

2.1 Proposed Method
We now detail the proposed method. In the first step, we collected data for the exchange

rate dataset and finance-related tweets, and subjected them to natural language processing (NLP)
by way of data preprocessing/data standardization. Response variable labeling process was then
applied to the standardized dataset. In the second step, we applied the linear discriminant analysis
(LDA) and principal component analysis (PCA) for data visualization. This helped us determine
the reliability of the dataset. Finally, we used five machine learning classifiers—simple logistic
(SL), random forest (RF), bagging (B), naïve Bayes (NB), and support vector machine (SVM)—
through a cluster obtained from a sampling-based approach. The proposed methodology is shown
in Fig. 1.

2.2 Data Preprocessing
The extracted dataset was in raw format, and contained a large amount of noise, such as

special symbols and hyperlinks. To extract sentiments from it, we needed a noise-free dataset.
Therefore, natural language processing (NLP) was used to preprocess the dataset by removing
irregular terms, accepting English tweets only, and extracting, lemmatizing, and removing stop
words [24]. This process is shown in Fig. 2.

2.2.1 Removing Irregular Terms
The Twitter data contained unstructured text with a large amount of noise, such as HTML

tags, accented characters, special characters, numerical values, hyperlinks, extra-wide spaces and
tabs, and emojis. This noise affects sentiment analysis. Such noise was thus removed to more easily
find the desired data.

2.2.2 Accepting Only English Tweets
English is an international language spoken across the world. Most of the business community

in Pakistan also uses English on social media platforms like Twitter. We thus considered only
English-language tweets in this study.

2.2.3 Stemming
The process of relating a derived word to its root state is called stemming. We applied the

table approach to it, which reduces instances of “s,” “es,” “ed,” and “ing” from the end of words.
This process l the standardization of textual data.
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Figure 1: Proposed framework for USD/PKR exchange rate forecasting using Twitter data and
sentiment analysis based on machine learning

Figure 2: Steps of data preprocessing
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2.2.4 Lemmatization
Lemmatization is an advanced form of stemming that considers the “morphological analysis”

of words. The output we will get after lemmatization is called ‘lemma’, which is a root word
rather than root stem, the output of stemming. After lemmatization, we will be getting a valid
word that means the same thing. The tweets to be extracted were financial terms, and we used
Python’s Lemmatize Sentence library for this.

2.2.5 Stop Word Removal
The process of removing words that are supplied to render expressions grammatical but

contain no information, such as “a,” “is,” “an,” “the,” and “and,” is called stop word removal.
These stop words are of minimal importance, and occur in large quantities in open text, articles,
and comments. We removed such words by using the nltkCorpus ML algorithm.

2.3 Data Labeling
To label the dataset, we used the Natural Language Toolkit (NLTK) from the Python library

to provide a numerical sentiment score (on a negative-to-positive scale) to the data. We assign
the value “1” to a tweet if it indicated an increase in the exchange rate and “−1” if it indicated
a decreasing exchange rate. If a tweet expressed both scenarios, we assigned it the value “0” to
indicate that it was a neutral tweet, as shown in Tab. 3.

Table 3: Response variable value setting scenarios

Scenarios Status Label/Score

Current−Tweets–Tweets−Per−Day > 0 Increase 1
Current−Tweets–Tweets−Per−Day < 0 Decrease −1
Current−Tweets–Tweets−Per−Day= 0 Neutral 0

Per the scenarios mentioned above, we prepared our dataset containing 7,800 samples. Of
them, 4,315 items expressed an increase in the exchange rate, 3,121 items indicated a decrease
in it, and 364 items were neutral. We removed the neutral samples from the dataset for better
sentiment analysis. Finally, a dataset containing 7,436 samples was used for further analysis.

2.4 Data Visualization
Data visualization is the first step in better understanding data. Various approaches to data

visualization are available. We first used linear discriminant analysis (LDA). It is a method of
analyzing numerical datasets to find a linear combination of features and separate them into two
classes (the red features here indicated an increasing exchange rate and the green features indicated
a decreasing exchange rate). This reduces the dimensionality of the dataset. Data visualization
using the LDA approach is shown in Fig. 3.

LDA does not provide a better understanding of the dataset. Hence, we used PCA for visu-
alization. High-dimensional data were thus projected into low dimensions. The low-dimensional
feature vector space is generally considered to be three-dimensional, and yields a scatter plot for
observation. The data visualization using the PCA approach is shown in Fig. 4.

PCA yielded a better separation of the cluster into two classes (red: increasing exchange rate;
green: decreasing exchange rate).
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Figure 3: Data visualization using LDA

Figure 4: Data visualization using the PCA approach

2.5 Cluster Obtained Through Sampling
The reduction in the size of the majority class (having the greater frequency in the class

distribution of training) led to a loss of information. To solve this problem, a cluster obtained
using a sampling approach can be used [25]. The first cluster of full data was called the C cluster.
An appropriate number (N) of samples from the majority class were then selected from each
cluster by considering the ratio of the number of samples of the minority class in the cluster.
From each cluster, N samples were randomly selected from the majority class as shown in Eq. (1).

In the jth cluster (1 ≤ j ≤ C), SizejNA was:

SizejNA= (mxSizeN1)x
SizeNAj

SizeN1j

j− 1CSizeNAjSizejN1

(1)
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2.6 Classification
Five machine learning (ML) classifiers were employed to build classification models—simple

logistic (SL), random forest (RF), bagging (B), naïve Bayes (NB), and support vector machine
(SVM)—by using the cluster obtained above. The SL classifier delivered the best performance
because it does well with a large amount of noisy and complex data [26]. The SL classifier is
expressed as

log
(

P
1−P

)
=w0+w1x1 +w2x2+ · · · +wkxk (2)

where

p= 1
1+ b−(w0+w1x1+w2x2+···+wkxk) (3)

and x1, . . ., xk the explanatory variables for parameters w0, w1, . . ., wk, respectively.

3 Results and Discussion

The overall accuracy of sentiment classification related to the USD/PKR exchange rate using
tweets with the machine learning classifiers was evaluated via the kappa statistic, a metric that
compares the observed accuracy with the expected accuracy. The “true positive” (TP) is an
outcome where the model correctly predicts the positive class, “false positive” (FP) is one where
the model incorrectly predicts the positive class, and “precision” is related to the reproducibility
and repeatability of the results, and is defined as the degree to which repeated measurements can
obtained under unchanged conditions. it is given by

Precision= TP
(TP+FP)

(4)

“Recall” is the fraction of the total number of relevant instances that are retrieved, speci-
fied by

Recall= TP
(TP+FN)

(5)

The F-measure is calculated based on precision and recall, and is given by

F −Measure= 2×Precision× Recall
(Precision+Recall)

(6)

The receiver-operating characteristic (ROC) is a graphical plot equating the TP and the FP of
a classifier because the refinement thresholds of the classifier are different for the two, the mean
absolute error (MAE) quantity is used to measure how close forecasts or predictions are to the
eventual outcomes, and the root mean-squared error (RMSE) contributes the standard deviation
in the sample between the predicted and the observed values. These measures are shown in Tab. 4.

The SL classifier yielded the best classification results of the five ML classifiers implemented,
as shown in Fig. 5.
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Table 4: Results of machine learning-based US Dollar/Pakistani Rupee exchange rate forecasting

Classifiers Kappa statistics TP rate FP rate ROC Recall F-Measure MAE RMSE Time (s) Precision

SL 0.6875 0.821 0.036 0.950 0.821 0.880 0.0762 0.2157 0.23 0.965
RF 0.6579 0.814 0.100 0.865 0.814 0.848 0.0787 0.2536 0.11 0.902
B 0.6265 0.779 0.036 0.871 0.779 0.847 0.0738 0.2717 0.09 0.965
NB 0.6048 0.764 0.043 0.920 0.764 0.830 0.0852 0.2646 0.09 0.959
SVM 0.5789 0.743 0.036 0.929 0.743 0.822 0.0898 0.2637 0.06 0.964

SL RF B NB SVM
Accuracy 82.14% 81.42% 77.85% 76.42% 74.28%

60.00%

65.00%

70.00%

75.00%

80.00%

85.00%

Figure 5: The overall results of sentiment analysis of the five ML classifiers

4 Conclusions

This study proposed a method to forecast the USD/PKR exchange rate by using sentiment
analysis combined with machine learning methods. We used two social media platforms for data
collection: exchange rates from forex, and Twitter data consisting of finance-related words. Various
NLP method were used to preprocess the extracted dataset, such as removing irregular terms,
accepting English tweets only, and extracting, lemmatizing, and removing stop words. Following
this, the response variables were divided into two classes: “1” indicated an increase and “−1”
a decrease in the exchange rate. The data were then visualized using LDA and PCA. Finally,
five ML classifiers—simple logistic (SL), random forest (RF), bagging (B), naïve Bayes (NB),
and support vector machine (SVM)—were used on the optimized dataset, and yielded respective
accuracies of 82.14%, 81.42%, 77.85%, 76.42%, and 74.28%. The proposed method and its results
can be used by the Pakistani business community to invest in the local market and forecast
exchange rates for the future.
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