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ABSTRACT

This study aims to explore new categorization that characterizes the distribution clusters of visceral and sub-
cutaneous adipose tissues (VAT and SAT) measured by magnetic resonance imaging (MRI), to analyze the
relationship between the VAT-SAT distribution patterns and the novel body shape descriptors (BSDs), and to
develop a classifier to predict the fat distribution clusters using the BSDs. In the study, 66 male and 54 female
participants were scanned byMRI and a stereovision body imaging (SBI) to measure participants’ abdominal VAT
and SAT volumes and the BSDs. A fuzzy c-means algorithm was used to form the inherent grouping clusters
of abdominal fat distributions. A support-vector-machine (SVM) classifier, with an embedded feature selection
scheme, was employed to determine an optimal subset of the BSDs for predicting internal fat distributions. A five-
fold cross-validation procedure was used to prevent over-fitting in the classification. The classification results of
the BSDs were compared with those of the traditional anthropometric measurements and the Dual Energy X-Ray
Absorptiometry (DXA) measurements. Four clusters were identified for abdominal fat distributions: (1) low VAT
and SAT, (2) elevated VAT and SAT, (3) higher SAT, and (4) higher VAT. The cross-validation accuracies of the
traditional anthropometric, DXA and BSD measurements were 85.0%, 87.5% and 90%, respectively. Compared
to the traditional anthropometric and DXA measurements, the BSDs appeared to be effective and efficient in
predicting abdominal fat distributions.
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1 Introduction

Obesity is a public health concern as it is associated with chronic diseases, such as type 2
diabetes, cardiovascular disease, and certain types of cancers [1–3]. Evidence suggests that body
size and shape are important in predicting metabolic risk factors and their adverse effects [4–7].
Several anthropometric measurements, including body mass index (BMI), waist circumference
(WC), and waist-hip ratio (WHR), are widely used to evaluate obesity due to their simplicity
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and low-cost. BMI is a convenient risk predictor for type 2 diabetes, hypertension and coronary
heart disease [8]. WC exhibits significant predictive power for metabolic diseases [4,9], and WHR
is an independent risk factor for stroke [10]. Although anthropometric measurements are standard
parameters for obesity evaluation, the accuracy and efficacy of these simple measurements are
often questioned [11], because these manual measurements have inherent errors that weaken the
intra- and inter-observers’ reliability [12] and some of them are not strongly related to adiposity
conditions of an individual [7]. Traditional parameters (BMI, WHR and WC) cannot effectively
estimate the adiposity level and fat distributions in a body.

Newly developed 3D body imaging systems have not only enhanced the accuracy and consis-
tency of the body measurements [13,14], but also increased new body shape factors that are more
relevant to adiposity conditions [15–19]. 3D body imaging provides a new approach to explore
novel body shape factors and their associations with fat distributions. In order to achieve this
goal, one must have the ground-truth visceral adipose tissue (VAT) and subcutaneous adipose
tissue (SAT) data of the surveyed participants. With advanced medical imaging techniques, VAT
and SAT can be measured by magnetic resonance imaging (MRI) [20] and computed tomography
(CT) [21]. Since scanning and analyzing a total body or an abdominal area are expensive and
time-consuming procedures [20,22], much research has been conducted to verify relevancy of a
single MRI or CT slice to the total fat volume [23–25]. However, the relevancy of the single slice
data depends on the slice location because the amount of fat tissue varies across the abdominal
area [25].

In this paper, we continue to present our research on obesity evaluation using the paired
3D body measurement data and MRI adiposity data of the same participants to investigate the
association of abdominal fat distributions with body shape descriptors. The natural grouping result
of the abdominal adiposity data (VAT and SAT) obtained from the multiple MRI slices of the
participants’ abdominal areas to identify possible VAT-SAT distribution patterns is presented. The
relationships between the fat distribution patterns and the novel body shape descriptors (BSDs)
defined in our previous research [17] are analyzed. Finally, the most effective BSD measurements
for classifying fat distribution patterns by using an optimized support-vector-machine (SVM)
classification scheme are determined. To validate the BSDs for obesity classification, these are
also compared with the traditional anthropometric measurements and the Dual Energy X-Ray
Absorptiometry (DXA) measurements in the classification analysis.

2 Methods

2.1 Participants
In this study, 120 non-Hispanic white and Hispanic white adults (66 men and 54 women) aged

between 19 and 61 years participated in various tests. The BMIs of the participants (18.6 kg/m2

to 40.3 kg/m2) ranged from healthy normal to obese class III. This study was approved by the
Institutional Review Board of the University of Texas at Austin and a written informed consent
was obtained from each participant before the testing.

2.2 Traditional Anthropometry
Traditional anthropometric measurements were taken by trained nutrition experts following

a standard protocol [26]. Participants’ weights and heights were measured by an electronic scale
(Tanita, Arlington, IL) and a stadiometer (Health o meter, South Shelton, CT), respectively. Body
circumferences were measured by a MyoTape body tape (AccuFitness, Greenwood Village, CO).
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The waist circumference was measured at the top of the iliac crest across the belly button and
the hip circumference was assessed at the widest extension of the buttock.

2.3 Dual Energy X-Ray Absorptiometry (DXA)
A Lunar Prodigy DXA system (GE Medical Systems, Madison, WI) was employed to measure

body composition, including the total fat mass and regional fat mass, such as android, gynoid,
trunk, and leg fat mass. Details of the segmentation of DXA measurements can be found in a
previous study [27].

2.4 Stereovision Body Imaging System (SBI)
SBI is a 3D body imaging system developed in our previous research by utilizing off-the-shelf

digital cameras and novel stereo-matching, body-modeling and landmark-tracking algorithms to
generate dense 3D data clouds of a body surface and to calculate predefined measurements [13,14].
SBI can automatically identify body landmarks using the algorithms presented in two previous
papers [15,16], and output new body shape descriptors that are related to obesity [17]. SBI
demonstrates excellent accuracy and repeatability with all its measurements (ICC > 0.99, and
CV< 1.0%) [14], and is a valid tool for anthropometric testing that is rapid, inexpensive, portable,
and convenient. All the participants who underwent the SBI test were instructed to wear tight,
light-colored undergarments, a swimming cap and a blindfold for eye and identity protection.
The participants were asked to remain standing still during the scan. The imaging time was
approximately 0.2 second.

2.5 Magnetic Resonance Imaging (MRI)
A 3.0T MRI scanner (GE Health Care, Milwaukee, WI) was used to scan a total of 20 T1-

weighted axial slices (8 mm slice thickness, 5 mm gap) covering a participant’s abdominal area.
The fully-automated MRI sequence processing algorithm developed in our previous study [22] was
employed to calculate the VAT and SAT volumes between the second (L2) and the fifth (L5)
lumbar vertebras. These consisted of approximately 11-16 MRI slices among the participants. The
VAT and SAT volumes were used as the ground truth for the abdominal adiposity in the clustering
and classification. More detailed information about the MRI test is available in [22].

2.6 Statistical Analysis
2.6.1 Clustering Analysis of Abdominal Adiposity

Clustering analysis is a process to discover inherent patterns or possible clusters of input VAT
and SAT data. Prior to the clustering analysis, a modified version of z-score [28] was used to
standardize VAT and SAT volumes because the range of VAT significantly differed from that of
SAT.

Zi = xi−median (x)
MAD (x)

, (1)

where x is the adiposity volume (i.e., VAT and SAT) measured from the MRI slices. MAD is the
median absolute deviation of x.

A clustering algorithm was employed to divide all participants into different fat distribution
categories, with distinct abdominal VAT and SAT volumes. The fuzzy c-means (FCM) algorithm
with the Euclidean norm was used to determine which group each data point belonged to.
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The objective function can be written as follows:

min
N∑

k=1

c∑

i=1

‖yk− ci‖2 (2)

where N is the total number of data points, c is the number of clusters, yk is the abdominal
adiposity data (i.e., VAT and SAT), and ci is the center of the ith cluster. Iterative optimization
of the above objective function was carried out by updating the fuzzy cluster membership of each
data point. The iteration was stopped when the centers and the membership values were stabilized.
Finally, FCM generated a degree value belonging to each cluster for every data point. The closer
a data point was to a cluster center, the higher the degree value was. For a data point near or
on a boundary shared by multiple clusters, the differences in the degree values between two or
three clusters became trivial, meaning that the data could be assigned to more than one cluster.
In order to simplify the process, the cluster for which a data point exhibited the highest degree
value was chosen for this point.

To decide the optimal cluster numbers, the VAT and SAT data were partitioned into 2–6
clusters. Then, the silhouettes graphics [29] and the average silhouette value [30] were utilized to
examine the clustering quality and the optimal cluster number. The silhouette value, Si, of the ith
data point is calculated by:

Si = (bi− ai)
max (ai,bi)

, (3)

where, ai is the average distance of point i from other points in the same cluster, and bi is the
minimum average distance of point i from points in different clusters (minimized over clusters).
The silhouette value of each data point was in the range of [−1, 1]. Si close to 1 means a point
is very distant from its neighboring clusters, while Si close to −1 indicates a point is not distinct
in one cluster or another. Therefore, the silhouette graphics of the optimal cluster number should
have the highest count of Si values close to 1 and the least count of negative Si values. The
distribution of the Si of all data points can be directly displayed using the silhouette graphics.
The average silhouette value of the entire dataset indicates how appropriately all of the points
have been clustered [31].

2.6.2 Classification by SVM
An optimized SVM classifier with an embedded feature selection scheme was employed to

explore which set of obesity measurements offers the highest classification accuracy. The three sets
of the input measurements were:

• Traditional anthropometric and demographic measurements: Sex, ethnicity, age, BMI,
weight, height, WC, hip circumference (HC) and WHR. These data were collected from the
pre-test survey and from a manual measurement.

• Fat mass assessed from the DXA scan: Total fat mass (Total FM), android fat mass
(Android FM), gynoid fat mass (Gynoid FM), trunk fat mass (Trunk FM) and leg fat mass
(Leg FM).

• Body shape descriptors (BSDs) from SBI: SBI can output over 100 body circumference,
length and volume measurements at pre-defined landmarks automatically, which allow BSDs
to be constructed based on fundamental understanding of human body shapes [17–19]. The
23 BSDs are organized in the following three groups:
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Landmark Measurements: WaistC (waist circumference), WaistW (waist width), WaistD (waist
depth), HipC (hip circumference), HipW (hip width), HipD (hip depth), ThighC (thigh circumfer-
ence), ThighW (thigh width) and ThighD (thigh depth).

Regional Volume: TorsoV (torso volume), WCV (waist to crotch volume), WaistV (waist
volume), HipV (hip volume) and ThighV (thigh volume).

Shape Index: CW (central width), CD (central depth), CP (central protrusion), WVR (waist
volume ratio), TVR (thigh volume ratio), CG6 (6th central girth), ASI (apple shape index), PSI
(pear shape index) and CSI (central shape index).

To eliminate redundant information and enhance generalization ability of the classifier, a
three-stage feature selection scheme was used to produce the optimal subset of features.

(1) Filtering features: The one-way analysis of variance (ANOVA) test was conducted to pre-
screen the input parameters (i.e., the three sets of measurements) with a criterion that a parameter
must be significantly different (p< 0.05) between the four fat distribution clusters.

(2) Ranking features: The min-redundancy and max-relevance (mRMR) scheme [32] was
utilized to rank the features obtained from the Stage 1. The features at the top of the output
list of mRMR have lower correlations with each other but higher correlations with classification
labels than those at the bottom of the list.

(3) Searching for the optimal subset of features: A sequential forward searching procedure was
employed to identify the optimal subset of features [33]. The forward searching procedure starts
with an empty set, takes the first feature the mRMR rank list from Stage 2 and computes
the average classification accuracy as the initial cross validation (CV) accuracy. The procedure
then selects the second feature in the rank list and updates the CV accuracy. If the accuracy is
increased, the new feature is added to the feature subset. Such an iteration continues until the
accuracy cannot be improved anymore. As a result, the final output is the optimal feature set that
offers the highest CV accuracy.

A multi-class SVM classifier based on a radial-basis-function (RBF) kernel was used to
classify participants into the clusters of fat distribution identified in the clustering analysis [34].
One-against-one scheme was used to manage multi-class classification [35]. As a result, six binary
classifiers were constructed to differentiate the four fat distribution clusters.

The RBF kernel function was chosen for its capability of managing a dataset inseparable
in a linear space and its high computational efficiency compared to other non-linear kernels.
Penalty factor C and the kernel parameter γ in the RBF-SVM classifier were optimized using a
“grid searching” procedure [36]. In order to prevent over-fitting results, a five-fold cross-validation
procedure was used [37]. This procedure was repeated five times to generate an average cross
validation accuracy (CV accuracy).

3 Results

3.1 Clustering of SAT and VAT data
Fig. 1 displays the silhouette graphics and the average silhouette values, AVG (Si), for each

attempted cluster number C (C= 2, 3, . . . , 6). The highest AVG(Si) was 0.6672 with C= 4, reflect-
ing the best clustering quality. Meanwhile, the silhouette graphics at C= 4 also showed the least
numbers of data points having the negative Si value, suggesting that the fewest data points were
inaccurately clustered when C= 4. Therefore, the optimal number of clusters was set to be four,
i.e., C= 4.
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Figure 1: Silhouette graphics of different attempted cluster numbers (C). From left to right and
top to down, the silhouette graph is displayed in an order of C= 2, 3, . . . , 6, respectively. In each
graph, the x-axis represents the silhouette values (Si) of (VAT, SAT) data, the y-axis represents
the cluster number (C), and AVG(Si) denotes the average silhouette value of the current graph.
The frequency that a graph is interrupted by zero or negative Si points indicates the number of
separate clusters

The four clusters, representing four different fat distribution patterns, are shown in Fig. 2.
The first cluster (C1), denoted by red triangles in the figure, consisted of the relatively healthy
participants with normal VAT and SAT volumes, and the second cluster (C2), denoted by purple
squares, was a group of the participants having moderately elevated VAT and SAT volumes. The
third and fourth clusters (C3 and C4), indicated by blue diamonds (C3) and by green circles (C4),
signified the unbalanced abdominal fat distributions with either significantly higher VAT or SAT.
Out of 120 participants (66 men and 54 women), C1 had 22 female and 29 male participants; C2
included 26 women and 16 men with moderately elevated VAT and SAT; C3 contained six women
and eight men whose SATs were significantly higher; and C4 comprised all 13 male participants
who had considerably higher VATs.

The ANOVA test found that the SAT volume, the VAT volume, and the VAT/SAT ratio were
significantly different (p < 0.05) between the four clusters of the fat distribution. The Games–
Howell post-hoc analysis [38] revealed the following several points. In terms of the VAT volume,
all pairs of the clusters, except the pair of C2 and C3, were significantly different. As for the SAT
volume, all possible pairs of the clusters were significantly different. According to the VAT/SAT
ratio, C4 was significantly different from the other three clusters. The box plots of the comparisons
are shown in Fig. 3.
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Figure 2: Final clustering results with the optimal cluster number (C= 4) reflecting four categories
of abdominal fat distribution. SAT (y-axis) and VAT (x-axis) values were standardized

Figure 3: Box plots of the VAT, SAT and VAT/SAT ratio of the four fat distribution clusters
(VAT: Visceral adipose tissue and SAT: Subcutaneous tissue)
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3.2 Feature Selection
The three sets of obesity measurements (i.e., traditional, DXA and BSD sets) were scaled into

[0,1] and compared via ANOVA. The differences in ethnicity in the traditional set and ASI in the
BSD set among the four clusters were insignificant (p> 0.05). Therefore, these two measurements
were excluded from the feature selection. All other measurements were retained as the inputs
of the RBF-SVM classifier with the embedded mRMR, feature ranking and forward selection
procedures. The feature selection procedures led to the following 13 features:

(1) In the traditional set, WC, sex and BMI were the optimal features with a CV of 85%.
(2) In the DXA set, Android FM, Gynoid FM and Trunk FM were the best features with a

CV of 87.5%.
(3) In the BSD set, CD, HipW, WaistW, HipV, WaistD, TorsoV, CW and CG6 were the elected

features with a CV of 90%.

3.3 Fat Distribution Clusters and BSDs
Relationships between the fat distribution patterns and some of the BSDs were investigated

further. Selective bar charts in Fig. 4 reveal the individuals in the same fat distribution cluster
also possess similar body shapes. Fig. 4a shows that the thigh volumes of the participants with
large SAT volumes (C3) were much higher than those with small SAT volumes. The 13 male
participants in C4 had significantly higher values in VAT, as well as in CP and CSI (Figs. 4b
and 4d). Meanwhile, the C4 participants had the lowest PSI and TVR values (Figs. 4c and 4e),
indicating that less fats were distributed around their hips and thighs.

The participants with elevated VAT and SAT in C2 had slightly higher WVR values and lower
TVR values than the lean participants in C1 (Figs. 4e and 4f), which indicated that those with
high internal adiposity had more fat tissues around their waists and less fat tissues around their
thighs. This finding was consistent with previous reports that lower extremity fat was associated
favorably with glucose metabolism [39]. Moreover, the participants with lower level abdominal
adiposity in C1 showed higher TVR values than the participants in the other three categories
(Fig. 4e), suggesting that a large portion of the body fat tissue of a lean participant was located
in the thighs. For the participants in C3 with higher SAT volumes, the ThighV and WVR values
were much higher than those of the other participants (Figs. 4a and 4f). This result indicates that
the fat accumulations of the individuals in C3 were mainly around the thighs and waists.

(a) (b)
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(c) (d)

(e) (f)(e)

(d)(c)

Figure 4: Bar charts of the body shape descriptors in the four fat distribution clusters. (a) ThighV
(thigh volume), (b) CP (central protrusion), (c) PSI (pear shape index) (d) CSI (central shape
index) (e) TVR (thigh volume ratio) and (f) WVR (waist volume ratio)

Fig. 5 is an example of 3D body images for each fat distribution cluster. Fig. 5a is a lean
male participant in C1, Fig. 5b shows a shape-balanced male in C2 with moderately elevated VAT
and SAT, Fig. 5c shows a high SAT male with a high fat accumulation around his waist and hip
areas, and Fig. 5d shows a high VAT male in C4 with a prominent abdominal protrusion. Both
Figs. 4 and 5 demonstrate associations between internal abdominal adiposity and external body
shape characteristics.
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(a) (b)

(c) (d)

Figure 5: Examples of male participants in four categories of abdominal adiposity. (a) C1—
a participant with low VAT and SAT volumes, (b) C2—a participant with moderately elevated
VAT and SAT volumes, (c) C3—a participant with significantly higher SAT volume and (d) C4—
a participant with significantly higher VAT volume

4 Discussion

In this study, a new categorization method was developed to explore the different patterns of
abdominal fat distribution. The MRI sequences acquired from 120 participants with a wide range
of BMIs and ages were used to calculate the VAT and SAT volumes that were the ground truth for
the abdominal adiposity in the clustering and classification. Four clusters of abdominal adiposity
were determined by the clustering analysis: (1) C1–participants with lower VAT and SAT volumes,
(2) C2—participants with moderately elevated VAT and SAT volumes, (3) C3—participants with
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significantly higher SAT volumes and (4) C4—participants with significantly higher VAT volumes.
Note that the 13 participants grouped in C4 are all male. The finding about C4 is in agreement
with previous studies that men tended to accumulate more visceral fats around the abdomen as
compared to women [40].

The effectiveness of different obesity measurements for predicting the known fat distribution
categories was tested via an optimized SVM classification scheme. A 3-stage feature selection
method was utilized to search for the optimal subsets of the measurements that provide the
highest classification accuracy with the least redundant information. Of the 120 participants, the
sample numbers in the different fat distribution clusters were unequal: 51 in C1, 42 in C2, 14 in C3
and 13 in C4, respectively. Two classes, C1 and C2, comprised the majority of the participants. In
general, an SVM classifier searches for the best hyperplane that can maximize the margin between
classes for a low expected risk for future unknown samples [41]. However, the SVM classifier
may lose its effectiveness and generalization ability when a highly unbalanced dataset is present.
Therefore, unbalanced dataset should not be overlooked in the classification analysis.

Under-sampling and over-sampling techniques are the methods commonly used to randomly
reduce samples from, or add samples to, specific classes in order to generate a more balanced
dataset [42]. Because these two techniques may cause an inherent loss of valuable information or
an addition of noise, a different technique was selected to manage the unbalanced sample size
in this study by assigning different weights (wi) to the classes of different sizes [43]. Normally, a
weight should be inversely proportional to the sample size. In this case, the sample size ratios for
the four fat distribution clusters (C1/C2/C3/C4) were 4/4/1/1. Thus, the weights, w1 = 1, w2 = 1,
w3 = 4 and w4 = 4, could be assigned to the four clusters.

The results of the classification analysis show that the 3D body shape descriptors provided the
most accurate prediction for cluster labels of the abdominal fat distribution (CV accuracy= 90%)
among the three measurement sets. Thus, using the 3D body shape descriptors is a more accurate
way to detect obesity as opposed to the traditional body measurements (CV = 85.0%). The
DXA measurements (CV= 87.5%) and demonstrates the potential to substitute for the traditional
diagnostic methods. It should be noted that the body shape descriptors were obtained from a
low-cost, portable 3D stereovision system that completes the image acquisition and quantitative
measurements within a few seconds. In contrast, the traditional anthropometric measurements
are more labor-intensive, time-consuming, inconvenient and subject to limited intra- and inter-
reproducibility. The usage of DXA is an alternative method, but it is limited due to high cost and
radiation exposure.

The BSDs that were not automatically selected in the feature selection scheme could be
further examined by the SVM classifier after eliminating some selected descriptors. This would
produce the three feature sets: (1) CD, WaistD, TorsoV, and CG6 (CV = 89.16%), (2) WasitD,
CG6, WC, WaistV, CentralW, HipD and HipV (CV = 87.5%), and (3) PSI, WVR, TVR, and
CW (CV= 84.17%). These three tested feature sets provided CV accuracies similar to the optimal
feature set. The multiple sets of the body shape descriptors were able to predict the fat distribution
clusters, and that the performance of the prediction was not heavily dependent on the selection
of the descriptors.

A limitation of this study is the lack of metabolic risk factor data, such as blood pressure,
blood lipids, glucose tolerance, and other biomarkers, for further association analysis with the
BSDs. Future work should explore relationships between BSDs and metabolic risk factors. The
sample size used for the natural clustering of abdominal adiposity also was limited. A more
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extended population size should be sampled in a future study to improve statistical power
and eliminate potential sampling bias. Future research should also consider differences in fat
distribution patterns among different demographic groups such as ethnicity, gender and age.

5 Conclusions

In this study, four clusters that discern distinctive abdominal fat distribution classes were iden-
tified: (1) Low adipose tissue, (2) Elevated VAT and SAT, (3) High VAT, and (4) High SAT. These
classifications were based on the MRI visceral and subcutaneous fat data of 120 participants. Then
the linkages of each of the clusters with the body shape descriptors (BSDs) of these participants
were identified, as measured by our stereovision body imaging (SBI) system previously developed.
An SVM classifier was created to predict the classes of internal body fat distributions (VAT/SAT)
when the external BSDs of a person were measured by SBI. In addition to the paired MRI
and SBI data, the traditional anthropometric and DXA data of the participants were collected
and utilized to create the corresponding SVM classifiers to predict the clusters of abdominal
VAT/SAT distributions. The accuracies of classifying the VAT/SAT clusters with the traditional
anthropometric, DXA and BSD data were 85.0%, 87.5% and 90%, respectively. Thus, the BSDs
appeared to be the most effective among the three sets of body measurements in predicting
abdominal fat distributions.

Funding Statement: The author(s) received no specific funding for this study.

Conflicts of Interest: The authors declare that they have no conflicts of interest to report regarding
the present study.

References
1. Abrass, C. K. (2004). Overview: Obesity: What does it have to do with kidney disease? Journal of American

Society of Nephrology, 15(11), 2768–2772. DOI 10.1097/01.ASN.0000141963.04540.3E.
2. Weiss, R., Dziura, J., Burgert, T. S., Tamborlane, W. V., Taksali, S. E. et al. (2004). Obesity and the

metabolic syndrome in children and adolescents. New England Journal of Medicine, 350(23), 2362–2374.
DOI 10.1056/NEJMoa031049.

3. Flegal, K. M., Carroll, M. D., Ogden, C. L., Johnson, C. L. (2002). Prevalence and trends in obesity among
US adults, 1999–2000. JAMA, 288(14), 1723–1727. DOI 10.1001/jama.288.14.1723.

4. Ackermann, D., Jonesa, J., Barona, J., Calle, M. C., Kim, J. E. et al. (2011). Waist circumference is posi-
tively correlated with markers of inflammation and negatively with adiponectin in women with metabolic
syndrome. Nutrition Research, 31(3), 197–204. DOI 10.1016/j.nutres.2011.02.004.

5. Brook, R. D., Bard, R. L., Rubenfire, M., Ridker, P. M., Rajagopalan, S. (2001). Usefulness of visceral
obesity (waist/hip ratio) in predicting vascular endothelial function in healthy overweight adults. American.
Journal of Cardiology, 88(11), 1264–1269. DOI 10.1016/S0002-9149(01)02088-4.

6. Chen, Y., Rennie, D., Cormier, Y. F., Dosman, J. (2007). Waist circumference is associated with pulmonary
function in normal-weight, overweight, and obese subjects. American Journal of Clinical Nutrition, 85(1),
35–39. DOI 10.1093/ajcn/85.1.35.

7. Chen, Y. M., Ho, S. C., Lam, S. S. H., Chan, S. S. G. (2006). Validity of body mass index and waist
circumference in the classification of obesity as compared to percent body fat in Chinese middle-aged
women. International Journal of Obesity, 30(6), 918–925. DOI 10.1038/sj.ijo.0803220.

8. Expert Panel on the Identification, Evaluation, and Treatment of Overweight in Adults (1998). Clinical
guidelines on the identification, evaluation, and treatment of overweight and obesity in adults: Executive
summary. American Journal of Clinical Nutrition, 68(4), 899–917.

http://dx.doi.org/10.1097/01.ASN.0000141963.04540.3E
http://dx.doi.org/10.1056/NEJMoa031049
http://dx.doi.org/10.1001/jama.288.14.1723
http://dx.doi.org/10.1016/j.nutres.2011.02.004
http://dx.doi.org/10.1016/S0002-9149(01)02088-4
http://dx.doi.org/10.1093/ajcn/85.1.35
http://dx.doi.org/10.1038/sj.ijo.0803220


CMES, 2021, vol.126, no.3 1201

9. Vega, G. L., Adams-Huet, B., Peshock, R., Willett, D., Shah, B. et al. (2006). Influence of body fat content
and distribution on variation in metabolic risk. Journal of Clinical Endocrinology & Metabolism, 91(11),
4459–4466. DOI 10.1210/jc.2006-0814.

10. O’Donnell, M. J., Xavier, D., Liu, L., Zhang, H., Chin, S. L. et al. (2010). Risk factors for ischaemic and
intracerebral haemorrhagic stroke in 22 countries (the INTERSTROKE study): A case-control study. The
Lancet, 376(9735), 112–123. DOI 10.1016/S0140-6736(10)60834-3.

11. The Emerging Risk Factors Collaboration (2011). Separate and combined associations of body-mass index
and abdominal adiposity with cardiovascular disease: Collaborative analysis of 58 prospective studies. The
Lancet, 377(9771), 1085–1095. DOI 10.1016/S0140-6736(11)60105-0.

12. Sebo, P., Beer-Borst, S., Haller, D. M., Bovier, P. A. (2008). Reliability of doctors’ anthropometric
measurements to detect obesity. Preventive Medicine, 47(4), 389–393. DOI 10.1016/j.ypmed.2008.06.012.

13. Yu, W., Xu, B. (2010). A portable stereo vision system for whole body surface imaging. Image and Vision
Computing, 28(4), 605–613. DOI 10.1016/j.imavis.2009.09.015.

14. Xu, B., Pepper, M. R., Freeland-Graves, J. H., Yu, W., Yao, M. (2009). Three-dimensional surface imaging
system for assessing human obesity. Optical Engineering, 48(10), 107204–107211.DOI 10.1117/1.3250191.

15. Zhong, Y., Xu, B. (2006). Automatic segmentation and measurement of scanned human body. International
Journal of Clothing Science and Technology, 18(1), 19–30. DOI 10.1108/09556220610637486.

16. Xu, B., Yu, W., Chen, T. (2003). 3D technology for apparel mass customization, part II: Human
body modeling from unorganized range data. Journal of the Textile Institute, 94(1), 81–91. DOI
10.1080/00405000308630596.

17. Sun, J., Xu, B., Lee, J., Freeland-Graves, J. H. (2017). Novel body shape descriptors for abdominal adiposity
prediction using magnetic resonance images and stereovision body images. Obesity, 25(10), 1795–1801.
DOI 10.1002/oby.21957.

18. Lee, J., Freeland-Graves, J. H., Pepper, R., Yao, M., Xu, B. (2014). Predictive equations for central
obesity via anthropometrics, stereovision imaging, and MRI in adults. Obesity, 22(3), 852–862. DOI
10.1002/oby.20489.

19. Lee, J., Freeland-Graves, J. H., Pepper, R., Yu, W., Xu, B. (2015). Efficacy of thigh volume ratios assessed
via stereovision body imaging as a predictor of visceral adiposity measured by magnetic resonance imaging.
American Journal of Human Biology, 27(4), 445–457. DOI 10.1002/ajhb.22663.

20. Thomas, E. L., Saeed, N., Hajnal, J. V., Brynes, A., Goldstone, A. P. et al. (1998).Magnetic resonance imag-
ing of total body fat. Journal of Applied Physiology, 85(5), 1778–1785. DOI 10.1152/jappl.1998.85.5.1778.

21. Tokunaga, K., Matsuzawa, Y., Ishikawa, K., Tarui, S. (1983). A novel technique for the determination of
body fat by computed tomography. International Journal of Obesity, 7(5), 437–445.

22. Sun, J., Xu, B., Freeland-Graves, J. (2016). Automated quantification of abdominal adiposity by magnetic
resonance imaging. American Journal of Human Biology, 28(6), 757–766. DOI 10.1002/ajhb.22862.

23. Schaudinn, A., Linder, N., Garnov, N., Kerlikowsky, F., Blüher, M. et al. (2015). Predictive accuracy of
single- andmulti-slice MRI for the estimation of total visceral adipose tissue in overweight to severely obese
patients. NMR in Biomedicine, 28(5), 583–590. DOI 10.1002/nbm.3286.

24. Shen, W., Chen, J., Gantz, M., Velasquez, G., Punyanitya, M. et al. (2012). A single MRI slice does not
accurately predict visceral and subcutaneous adipose tissue changes during weight loss. Obesity, 20(12),
2458–2463. DOI 10.1038/oby.2012.168.

25. Shen, W., Punyanitya, M., Wang, Z., Gallaghe, D., St-Onge, M. P. et al. (2004). Visceral adipose tissue:
Relations between single-slice areas and total volume. American Journal of Clinical Nutrition, 80(2), 271–
278. DOI 10.1093/ajcn/80.2.271.

26. Westat, Inc. (1988).National health and nutrition examination survey III: Body measurements (Anthropom-
etry). Rockville, MD: Westat, Inc.

27. Stults-Kolehmainen, M. A., Stanforth, P. R., Bartholomew, J. B., Lu, T., Abolt, C. J. et al. (2013). DXA
estimates of fat in abdominal, trunk and hip regions varies by ethnicity in men. Nutrition & Diabetes, 3(3),
e64. DOI 10.1038/nutd.2013.5.

http://dx.doi.org/10.1210/jc.2006-0814
http://dx.doi.org/10.1016/S0140-6736(10)60834-3
http://dx.doi.org/10.1016/S0140-6736(11)60105-0
http://dx.doi.org/10.1016/j.ypmed.2008.06.012
http://dx.doi.org/10.1016/j.imavis.2009.09.015
http://dx.doi.org/10.1117/1.3250191
http://dx.doi.org/10.1108/09556220610637486
http://dx.doi.org/10.1080/00405000308630596
http://dx.doi.org/10.1002/oby.21957
http://dx.doi.org/10.1002/oby.20489
http://dx.doi.org/10.1002/ajhb.22663
http://dx.doi.org/10.1152/jappl.1998.85.5.1778
http://dx.doi.org/10.1002/ajhb.22862
http://dx.doi.org/10.1002/nbm.3286
http://dx.doi.org/10.1038/oby.2012.168
http://dx.doi.org/10.1093/ajcn/80.2.271
http://dx.doi.org/10.1038/nutd.2013.5


1202 CMES, 2021, vol.126, no.3

28. Lin, J., Bardina, L., Shreffler, W. G., Andreae, D. A., Ge, Y. et al. (2009). Development of a novel peptide
microarray for large-scale epitope mapping of food allergens. Journal of Allergy and Clinical Immunology,
124(2), 315–322. DOI 10.1016/j.jaci.2009.05.024.

29. Rousseeuw, P. J. (1987). Silhouettes: A graphical aid to the interpretation and validation of cluster analysis.
Journal of Computational and Applied Mathematics, 20, 53–65. DOI 10.1016/0377-0427(87)90125-7.

30. Kaufman, L., Rousseeuw, P. J. (1990). Clustering large applications (program CLARA). In: Finding groups
in data, pp. 126–163. Hoboken, NJ, USA: John Wiley & Sons, Inc. DOI 10.1002/9780470316801.ch3.

31. Gat-Viks, I., Sharan, R., Shamir, R. (2003). Scoring clustering solutions by their biological relevance.
Bioinformatics, 19(18), 2381–2389. DOI 10.1093/bioinformatics/btg330.

32. Peng, H., Long, F., Ding, C. (2005). Feature selection based on mutual information criteria of max-
dependency, max-relevance, and min-redundancy. IEEE Transactions on Pattern Analysis and Machine
Intelligence, 27(8), 1226–1238. DOI 10.1109/TPAMI.2005.159.

33. Lee, M. C. (2009). Using support vector machine with a hybrid feature selection method to the stock trend
prediction. Expert Systems with Applications, 36(8), 10896–10904. DOI 10.1016/j.eswa.2009.02.038.

34. Cortes, C., Vapnik, V. (1995). Support-vector networks. Machine Learning, 20, 273–297. DOI
10.1007/BF00994018.

35. Hsu, C. W., Lin, C. J. (2002). A comparison of methods for multiclass support vector machines. IEEE
Transactions on Neural Network, 13(2), 415–425.

36. Chang, C. C., Lin, C. J. (2011). LIBSVM: A library for support vector machines. ACM Transactions on
Intelligent Systems and Technology, 2(3), 1–27. DOI 10.1145/1961189.1961199.

37. Kohavi, R. (1995). A study of cross-validation and bootstrap for accuracy estimation and model selection.
International Joint Conference on Artificial Intelligence, 2, 1137–1143.

38. Ruxton, G. D., Beauchamp, G. (2008). Time for some a priori thinking about post hoc testing. Behavioral
Ecology, 19(3), 690–693. DOI 10.1093/beheco/arn020.

39. Shay, C.M., Carnethon,M. R., Church, T. R., Hankinson, A. L., Chan, C. et al. (2011). Lower extremity fat
mass is associated with insulin resistance in overweight and obese individuals: The CARDIA study.Obesity
19(11), 2248–2253. DOI 10.1038/oby.2011.113.

40. Hamdy, O., Porramatikul, S., Al-Ozairi, E. (2006). Metabolic obesity: The paradox between visceral and
subcutaneous fat. Current Diabetes Reviews, 2(4), 367–373. DOI 10.2174/1573399810602040367.

41. Vapnik, V. N. (1995). The nature of statistical learning theory. Springer-Verlag, Inc., New York.
42. Japkowicz, N. (2000). The class imbalance problem: significance and strategies. Proceedings of the 2000

International Conference on Artificial Intelligence, pp. 111–117.
43. Jiang, P., Missoum, S., Chen, Z. (2014). Optimal SVM parameter selection for non-separable and unbal-

anced datasets.Structural andMultidisciplinary Optimization, 50, 523–535.DOI 10.1007/s00158-014-1105-z.

http://dx.doi.org/10.1016/j.jaci.2009.05.024
http://dx.doi.org/10.1016/0377-0427(87)90125-7
http://dx.doi.org/10.1002/9780470316801.ch3
http://dx.doi.org/10.1093/bioinformatics/btg330
http://dx.doi.org/10.1109/TPAMI.2005.159
http://dx.doi.org/10.1016/j.eswa.2009.02.038
http://dx.doi.org/10.1007/BF00994018
http://dx.doi.org/10.1145/1961189.1961199
http://dx.doi.org/10.1093/beheco/arn020
http://dx.doi.org/10.1038/oby.2011.113
http://dx.doi.org/10.2174/1573399810602040367
http://dx.doi.org/10.1007/s00158-014-1105-z

