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Abstract: Melanoma or skin cancer is the most dangerous and deadliest disease.
As the incidence and mortality rate of skin cancer increases worldwide, an auto-
mated skin cancer detection/classification system is required for early detection
and prevention of skin cancer. In this study, a Hybrid Artificial Intelligence Model
(HAIM) is designed for skin cancer classification. It uses diverse multi-directional
representation systems for feature extraction and an efficient Exponentially
Weighted and Heaped Multi-Layer Perceptron (EWHMLP) for the classification.
Though the wavelet transform is a powerful tool for signal and image processing,
it is unable to detect the intermediate dimensional structures of a medical image.
Thus the proposed HAIM uses Curvelet (CurT), Contourlet (ConT) and Shearlet
(SheT) transforms as feature extraction techniques. Though MLP is very flexible
and well suitable for the classification problem, the learning of weights is a chal-
lenging task. Also, the optimization process does not converge, and the model
may not be stable. To overcome these drawbacks, EWHMLP is developed.
Results show that the combined qualities of each transform in a hybrid approach
provides an accuracy of 98.33% in a multi-class approach on PH? database.

Keywords: Skin cancer; multi-directional systems; curvelet; contourlet; shearlet;
multi-layer perceptron

1 Introduction

A Computer Aided Diagnosis (CAD) system can be seen as a system that analyzes medical images or
signals and identifies any deviations from the normal patterns. Though building a successful CAD system is
very difficult, there are many different approaches taken for building CAD systems for skin cancer diagnosis.
Statistical features based systems [1—-5] are one of the earliest types of the CAD system. In general, the CAD
system relies on the assumption that there exists a statistical disparity between normal and abnormal images.
Statistical models developed may take into account individual features [1-5] or studying the interrelationship
between pixels [6,7]. Many statistical measures are available to detect abnormalities such as ABCD rule [1],
colour [2,4,5], shape [3], and texture features [3,4], local binary pattern [6] and Haralick features [7].
However, the overlapping measures could lead to low classification results. Reviews on different use of
statistics to develop a CAD system is discussed in Maglogiannis et al. [8].
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Recently, frequency domain analysis in the medical domain leads to the development of CAD system
using spectral features such as wavelet-based analysis [9], multi-wavelet analysis [10], curvelet [11] and
contourlet [12]. The various textural features such as singularities, curves and contours in smooth and
non-smooth regions of medical images are represented by the analysis as mentioned above based on the
filters used in the decomposition stage and their arrangements. With the different advantages offered by
the different analyses, it is very difficult to identify a single approach that is the most successful. More
recently, many researchers have moved towards building hybrid supervised CAD. By fusing different
techniques to tackle different components of CADs, they hope to overcome some of the disadvantages
that a specific technique possesses while retaining any advantage. To achieve this goal, a HAIM is
developed that combines three multi-directional representation systems.

The available CAD systems can be categorized into supervised or unsupervised systems based on the
classifier used in the detection stage. Currently, neural network based supervised CAD systems [13—19]
are most successful. However, they are not very efficient at learning and adopting continuous changes. A
review of different implementations of neural networks for skin cancer diagnosis is provided in Brinker
et al. [20]. Also, support vector machine [6,10,21], Bayes [11], Random forest [21], AdaBoost [12] and
k-nearest neighbour [21] supervised classifiers also used in skin cancer diagnosis. A Self Organizing Map
(SOM) [22] is a method of unsupervised learning that differs from other neural network techniques in
that the desired output need not be specified. Instead, it can cluster a variety of training inputs and
compare the testing data to it. CAD systems to segment the abnormalities for skin cancer detection are
SOM [22] and Fuzzy c-means algorithm [23].

This study aims to build an effective dermoscopic image classification system to diagnose skin cancer.
To achieve this goal, a HAIM is developed for dermoscopic image classification that combines three multi-
directional representation systems with a modified MLP for successful classification. The rest of the paper is
organized as follows: In Section 2, the development of HAIM is described with the mathematical
backgrounds of directional systems such as CurT, ConT and SheT and EWHMLP. In Section 3, the
investigation of the performance of HAIM is described, and the key findings are highlighted, and the
final Section 4 provides a summary of this study.

2 Methods and Materials

An automated skin cancer detection/classification system is required for early detection and prevention
of'skin cancer. In this study, skin cancer classification from dermoscopic images is considered as a multi-class
classification problem with the help of HAIM. It uses diverse multi-directional representation systems for
feature extraction and EWHMLP for the classification. Fig. 1 shows the overall approach for skin cancer
classification by the proposed HAIM.

2.1 Feature Extraction

Though the wavelet transform is a powerful tool for signal and image processing, it is unable to detect
the intermediate dimensional structures of a medical image. Thus the proposed HAIM uses CurT [24], ConT
[25] and SheT [26] transforms as feature extraction techniques. Among these diverse multi-directional
representation systems, CurT provides optimal sparse representation on curved singularities, whereas
ConT transform provides the same on contours as well. Also, the SheT transform can detect non-smooth
corner points where the CurT and ConT fail. Hence, the textural features extracted from these systems
provide information about the different kinds of tissues in the medical images that are separated by non-
smooth and smooth curves. It is well known that better system performance can be achieved when
combining the qualities of each technique in a hybrid approach.
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Figure 1: HAIM for skin cancer classification

In general, the Multi-Scale Analysis (MSA) of any signal is controlled by translation and scaling
functions and is given by,

MSA(Y) = T,D 6]

where the translation operator 7 is defined by Tp)(x) = y(x — t). Different MSA can be developed by
defining a new scaling operator D, at scale a. In CurT, parabolic dilation is introduced which is in the
form of Donoho et al. [24]

Sao(x1,%2) :fa(RH(xl,)Q)') (2)

where R, is a 2 x 2 rotation matrix which shows the rotation by 0 radians. Using the parabolic dilation in
Eq. (2), the CurT family by a basic element y,  , is generated [24].

Yaby = ya,O,O(RO( - b)) (3)

where scale a > 0, orientation 0 € [0, 2nJor|—mn, 7] and b is the location. Based on the above details, CurT can
be defined as Donoho et al. [24]

CurT(a, bv 9) = <yab0af> (4)

Though the construction of CurT in the continuous domain is simple, the discretized construction is very
difficult, i.e., the critical sampling in a rectangle grid. To overcome this, ConT is developed in the discrete
domain directly, which uses the Directional Filter Bank (DFB) and Laplacian Pyramid (LP). The
decomposition by LP algorithm generates a low pass image and bandpass images. To get directional
information, the bandpass images are further decomposed by DFB. The translation of impulse responses
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of synthesis filters D{,0 < k < 2% in DFB provides a family of filters in Eq. (5) that provides both
localization and directional properties [25].

{dav [” - SZ’"] }ogk<2a,meﬂ% ®)
where S is the sampling lattices in the space R. Though CurT and ConT locate the boundaries precisely, they
are unable to detect the non-smooth corner points on the curve. The SheT has the ability to detect them and
the scaling operator D, is multiplied by the shearing matrix (s). It is defined by

MSA(Y) = T:Dysp ©6)
where

a 0 1 s . .
D, = 0 4 0 1 where a > 0 and s is an integer @)

The frequency planes induced by CurT, ConT and SheT are shown in Fig. 2. More information about
CurT can be found in Donoho et al. [24] and for ConT in Do et al. [25] and SheT in Lim [26]. To avoid
the high dimensional feature space in the form of sub-bands for a particular level of representation of
these systems, energies of each sub-band are extracted as features, and all are hybridized serially. The
mean of the magnitude of directional sub-bands in each transform is computed as its energy and also
used as features. The extracted energy feature EF, from the sub-band B of size M x N from the
transformations such as CurT, ConT and SheT is defined by
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Figure 2: Frequency plane by CurT (Left Image) [24], ConT (Middle Image) [25] and SheT (Right Image) [26]
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As the dermoscopic images contain unwanted information such as noise and hairs, a preprocessing step
is required to remove them before feature extraction. This increases the performance of the system as the
features are extracted only from the abnormalities in the skin. A simple and effective median filtering
approach is used to remove noises in the dermoscopic images. Fig. 3 shows the sample acquired
dermoscopic images and their corresponding median filtered images.
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Figure 3: Acquired dermoscopic images (top row) and preprocessed dermoscopic images (bottom row)

2.2 Classification

Neural network based CADs are probably the most successful supervised based medical diagnosis
system [13—19] in terms of their accuracy. In general, a neural network based CAD works as follows:
The memory of the system is the neural network. The neural network consists of a set of artificial
neurons, with input and output units. In between the input and output units is a set of neurons. The
neurons are connected by a set of edges, and through training with normal data, the network organizes
itself by determining the ‘strength’ of these connections. Decision making is determined by the network.
Given an input for testing, the network determines the output decision (i.e., either normal or abnormal).
One of the implementations of a neural network based supervised CAD employs an MLP approach. As
MLP is very flexible and well suitable for the classification problem, the proposed HAIM for skin cancer
classification model uses MLP as a base model.

The learning of weights is a challenging task in the MLP model and has many good solutions. Due to
this stochastic nature, the optimization process does not converge, and the model may not be stable. To
overcome these drawbacks, EWHMLP is developed. Tab. 1 shows the MLP parameters used in EWHMLP.

Table 1: MLP parameters used in this study

Description Value

Activation function in the Hidden layer Rectified Linear (ReLu)
Activation function in the Output layer Softmax

Optimization Stochastic gradient descent
Loss function Cross-entropy

Learning rate 0.01

Momentum 0.9

Epochs 500
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The assignment of weights of designed EWHMLP is as follows: The first step is to run the base MLP
model and find the best one which gives a more optimistic and realistic performance on the given dataset. To
obtain the weights for the proposed EWHMLP, the weights from the last ten epochs are kept during the
training process. For each layer, the weighted average is calculated based on the weights of each model
for the same layer. Finally, the exponential average weight is assigned to the new MLP model with
different decay rates to achieve stable and more accurate architecture for skin cancer classification. Fig. 4
shows the architecture of EWHMLP. The ReLu function returns the input value directly or zeroes if the
input is less than 0 which is defined as

Figure 4: Architecture of EWHMLP

ReLu(y) = max(0,y) )

Among the different activation functions such as sigmoid, tanh and softmax function used in the output
layer, softmax function is chosen as it supports multiclass classification whereas other functions are mainly
used in binary classification. Also, the network gets stuck while using sigmoid function at training. The
softmax function in the output layer j for the input layer i is defined as

evi
SoftMax(y;) = S o (10)
J

Finally, the class which has a high probability is assigned as a predicated class.
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3 Results and Discussions

In this section, the new HAIM for skin cancer diagnosis is explored empirically. Firstly, how the data is
set up for the experiments and then investigates the ability of HAIM for classification.

3.1 Experimental Data and Setup

The proposed HAIM for skin cancer diagnosis is analyzed using the PH? database [27,28]. The database
has 80 normal, 80 benign and 40 malignant images and each dermoscopic image is of resolution 768 x
560 pixels. Fig. 5 shows sample images in the database. In order to test the ability of HAIM from
experimental data, the training data need to be provided periodically so that HAIM learns continuously.
Also, there has to be different training data between periods. To achieve this, 10-fold cross-validation is
employed, and HAIM is run over a number of periods (ten times). At each period, HAIM is provided
with a batch of training data. A new EWHMLP trained network is generated to diagnose skin cancer.
Fig. 6 shows the learning procedure for HAIM.

(b)

Figure 5: Sample images in the PH? database (a) Normal (b) Benign (c) Malignant

In order to provide HAIM with sufficient number of training data, the database is partitioned into ten
folds. Each fold can then be fed into HAIM sequentially, starting from 1% fold to 10™ fold. The ten folds
of data provide a good scenario for testing the classifier with different training images. The ten folds are
determined as follows:
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Figure 6: Learning procedure of HAIM

Firstly, all normal images (80) is split into ten folds where the first fold contains the first eight (8) normal
images and the second fold contains the second eight (8) normal images and so forth the final fold contains
the remaining normal images. This process is repeated for benign and malignant group of images as well. It is
intended that each fold is given to HAIM for testing and remaining fold for training starting from the first fold
through to 10th fold. This implies that all images in the database are exploited into the training and testing
phase of the system.

3.2 Investigations of HAIM

The performance of HAIM is evaluated based on its classification accuracy, sensitivity and specificity at
each fold. The computations of these parameters are illustrated in Tab. 2

Table 2: Illustration of the confusion matrix of the 3-class problem

Confusion Matrix Parameters
C, C, Cs TP FP N FN
@ Py P> Pi3 Py Py + P3y Py, + Py3 + P3y + P33 Py, + Py3
C, Py, Py, P»3 Py, Py, + Py Py +P3; + Pi3 + P33 Py + Py3
Cs Ps; Ps, P33 P33 Pi3 + P33 Piy +Pip + Py + Popy P3; + P3,

Note: where C; represents i class, Pj; represents the predicated class of j where the original class is 7, TP, TN, FN and FP represent True Positive, True
Negative, False Negative, and False Positive.

It is observed from Tab. 2 that the confusion matrix parameters are obtained for each class, and thus, the
performance metrics can be computed for each class involved in this study. The overall performance of the
system can be obtained by averaging the performances. Tab. 3 shows the performance metrics involved in
this study.

There are mainly two parameters that affect the performance of HAIM. They are the level or scale of
decomposition and the number of directional features. A set of experiments is carried out with varying
these two parameters for each multi-directional representation system before hybridizing them. At first,
the dermoscopic images are represented by CurT into five different scales from 1 to 5 and 8 different
angles. Then, the energies are computed from the curvelet coefficients at each orientation and later
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concatenated to construct the input feature vector. After the feature construction, the modified MLP,
EWHMLP is employed to classify the dermoscopic images into normal, benign or malignant. Tab. 4
shows the performance of CurT- EWHMLP for dermoscopic image classification.

Table 3: Performance metrics

Performance metrics Formulae
Accuracy TP + TN
TP + FN + TN + FP
Sensitivity P
TP + FN
Specificity N
TN + FP

Table 4: Performance of CurT- EWHMLP for dermoscopic image classification

Parameters Level of representation by CurT

1 2 3 4 5
Accuracy (%) 81.67 83.00 87.33 84.00 80.53
Sensitivity (%) 70.83 72.92 80.00 74.58 68.63
Specificity (%) 86.11 87.15 90.42 87.85 85.24

As the level of CurT representation of dermoscopic images increases, the performance of CurT-
EWHMLP increases. This is because increasing CurT representation increases the number of features for
training, and hence there are more chances to increase the performance. A maximum of 87.33% accuracy
is attained at 3™ level CurT representation. When the representation of dermoscopic images by CurT
increases above 3™ level, it provides redundant information. This causes a fall in the correct
classification, which in turn reduces the system performance. After analyzing the performance of
EWHMLP by CurT, the same set of experiments are repeated for ConT representation of skin images.
Tab. 5 shows the performance of ConT- EWHMLP for dermoscopic image classification.

Table 5: Performance of ConT- EWHMLP for dermoscopic image classification

Parameters Level of representation by ConT

1 2 3 4 5
Accuracy (%) 85.67 88.33 92.00 90.00 89.00
Sensitivity (%) 77.08 81.25 87.50 84.17 82.50

Specificity (%) 89.17 91.25 94.03 92.43 91.74

It can be seen from Tabs. 4 and 5 that a significant improvement is observed over CurT. It is reasonable
to expect that the ConT features would lead to higher accuracy of 92% since it provides texture information
on contour as well. Also, it is noted that 7.5% and 3.6% increase in sensitivity and specificity is attained by
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ConT based features over CurT at 3™ level representation. Tab. 6 shows the performance of SheT- EWHMLP
for dermoscopic image classification. In this study, 32 directional features are extracted in each level
of representation.

Table 6: Performance of SheT- EWHMLP for dermoscopic image classification

Parameters Level of representation by SheT

1 2 3 4 5
Accuracy (%) 90.33 92.67 96.00 94.00 91.67
Sensitivity (%) 84.58 88.33 93.75 90.42 87.08
Specificity (%) 92.71 94.51 97.01 95.49 93.68

It can be seen that there is a large variation in the performance of SheT- EWHMLP system over CurT-
EWHMLP and ConT- EWHMLP. This is because of the ability of SheT to detect smooth and non-smooth
corner points and curvature in the dermoscopic images. It is observed that the SheT features provide 96%
accuracy, 93.75% sensitivity and 97.01% specificity. In order to further analyze the system, the system
uses features from the above three representation systems. Tab. 7 shows the performance of HAIM-
EWHMLP for dermoscopic image classification.

Table 7: Performance of HAIM- EWHMLP for dermoscopic image classification

Parameters Level of representation

1 2 3 4 5
Accuracy (%) 93.00 95.33 98.33 95.67 93.33
Sensitivity (%) 88.75 92.50 97.50 92.92 89.58

Specificity (%) 94.72 96.46 98.75 96.67 95.00

It can be inferred from Tab. 7 that the HAIM provides the highest accuracy of 98.33% for the same
dataset for training EWHMLP classifier. The combined texture features from the three representation
systems increase the accuracy to a maximum when compared to their counterpart. It can be noticed from
Tabs. 3—7 that the performance of features of 1% and 2" representation levels are low compared to other
levels. This is because the features that can be generated are not capable of classifying the skin images.
Tab. 8 shows the number of features extracted from each transform and used for performance analysis in
each model.

Fig. 7 shows a summary of the best performance obtained from each transform and HAIM. A
comparative study is also made to analyze the performance of the HAIM further. Fig. 8 shows the
comparative analysis with the NN ensemble approach [18], SVM with colour and texture features [4] and
Bayes with ConT features [12]. It can be seen from Fig. § that the HAIM outperforms other classification
methods for skin cancer diagnosis.
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Table 8: Performance of HAIM- EWHMLP for dermoscopic image classification

Level of representation

1 2 3 4 5
CurT- EWHMLP 9 25 41 73 105
ConT- EWHMLP 3 5 9 17 33
SheT- EWHMLP 9 17 25 33 41
HAIM- EWHMLP 21 47 75 123 179
B CurT H ConT ® SheT = HAIM
100 1
90 -
80 -
R 70 -
.E 60 4
2 50 1
z 40
S 30 1
20 -
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0
Accuracy Sensitivity Specificity

Figure 7: Best performance attained by the features of CurT, ConT, SheT and HAIM with EWHMLP
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Figure 8: Comparative analysis

4 Conclusions

The use of coupling of features from three multi-directional representation systems with a modified MLLP
can lead to the development of an effective HAIM for the problem of skin cancer diagnosis. Also, the
classification results obtained using HAIM are shown to be more comprehensible. Three transforms;
CurT, ConT and SheT are used in the feature extraction stage, and EWHMLP is developed for
classification. The drawbacks of existing MLP algorithm such as learning of weights and the optimization
problem are reduced by the EWHMLP. A series of experiments are conducted to test the effectiveness of
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HAIM for dermoscopic image classification. It is demonstrated using PH? dataset that HAIM improves on
the accuracy of existing systems to diagnose skin cancer and successfully reduce the false positive rate.
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