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Abstract: Forestry work has long been weak in data integration; its initial state
will inevitably affect the forestry project development and decision-quality.
Knowledge Graph (KG) can provide better abilities to organize, manage, and
understand forestry knowledge. Relation Extraction (RE) is a crucial task of
KG construction and information retrieval. Previous researches on relation extrac-
tion have proved the performance of using the attention mechanism. However,
these methods focused on the representation of the entire sentence and ignored
the loss of information. The lack of analysis of words and syntactic features con-
tributes to sentences, especially in Chinese relation extraction, resulting in poor
performance. Based on the above observations, we proposed an end-to-end rela-
tion extraction method that used Bi-directional Gated Recurrent Unit (BiGRU)
neural network and dual attention mechanism in forestry KG construction. The
dual attention includes sentence-level and word-level, capturing relational
semantic words and direction words. To enhance the performance, we used the
pre-training model FastText to provide word vectors, and dynamically adjusted
the word vectors according to the context. We used forestry entities and relation-
ships to build forestry KG and used Neo4j to store forestry KG. Our method can
achieve better results than previous public models in the SemEval-2010 Task
8 dataset. By training the model on forestry dataset, results showed that the accuracy
and precision of FastText-BiGRU-Dual Attention exceeded 0.8, which outperformed
the comparison methods, thus the experiment confirmed the validity and accuracy of
our model. In the future, we plan to apply forestry KG to question and answer system
and achieve a recommendations system for forestry knowledge.
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1 Introduction

In the big data and intelligent era, internet information resources have exploded exponentially. The
World Wide Web has become a huge database that stored data generated by billions of netizens.
Traditional web content organizations are loose and difficult, the procession of huge data posed great
challenges to the knowledge organization. Knowledge Graph (KG) can help to build relational
frameworks from massive data. With its powerful semantic processing and open interconnection
capabilities, KG becomes a driving force in the development of artificial intelligence [1].
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All industries are flooded with redundant data. For a long time, China’s forestry informatization
construction fund is insufficient and the degree of information integration is too low [2], which has
caused the forestry development to lag. Most forestry business application systems are built by data
providers themselves. These phenomena have caused information isolated islands and many problems,
such as, the inability to share information resources and the serious waste of resources. The forestry
initial state and forestry information accuracy will inevitably affect the development and decision-quality
of forestry projects [3]. The forestry industry is also faced with massive forestry science data, it is an
important requirement of forestry researchers and workers to manage these data flexibly and efficiently.
The current search methods of China’s current forestry information platforms are using full-text keyword
searches [4]. There are four weaknesses in Chinese retrieval methods. Firstly, the retrieval methods
matching by the literal meaning, resulting in low precision. Secondly, the retrieval methods pursue recall
rate and return too many results. Then, the retrieval methods are not querying in user’s NLP, inaccurate
understanding of query content. Finally, a separate query for forestry science data is one-sided.

KG will provide efficient resources that are sharing with forestry practitioners. KG helps integrate the
forestry information data onto highly dispersed and heterogeneous fragmentation knowledge. Google
coined the term of KG dating back to 2012, referring to semantic knowledge usage in Web Search,
usually described as “Things, not strings” [5]. KG also refers to Semantic Web Knowledge Bases at first,
like Freebase [6], YAGO [7], and Probase [8]. There are existing many famous Chinese KGs, like CN-
DBpedia [9] is a large-scale general domain encyclopedia KG, CN-Probase is a large-scale concept KG
[10], Zhishi.me [11] is a general KG, XLore [12] is an encyclopedia KG constructed by Tsinghua
University. KG technology for forestry management has been applied for forest species diversity [13],
agroforestry knowledge management [14], forest carbon sinks [15], forest health [16], forestry economy
[17], and so on. Researchers are devoted to applying KGs the field of agroforestry. For example,
Zschocke et al. [18] showed that enriching Darwin Information Typing Architecture (DITA) topics made
its content more comprehensible and accessible, and improved sharing with Linked Data techniques by
exploiting the mapping and linking to DITA-topics.

There are many challenges in constructing a Chinese forestry KG. First, the differences between Chinese
and English languages are very distinct. From a computer perspective, because the Chinese emphasize
parataxis and not form, the sentence structure is relatively loose. There are not so many function words in
English as the semantic glue between content words but rely on the lexical sequence relationship to
implicitly express the sentence structure. The Chinese forestry datasets need to be collected from websites
and books. So, they also bring challenges to the entity recognition and relation extraction in the
construction of forestry KG.

Based on the above observations, forestry KG will contribute to high-quality and efficient forestry
management. We massively collected forestry data, trained relation extraction model on forestry dataset
and built the forestry KG. This paper proposed an end-to-end relation extraction method that used Bi-
directional Gated Recurrent Unit (BiGRU) neural network and dual attention mechanism. The dual
attention includes sentence-level and word-level, capturing relational semantic words and direction words.
To enhance the performance, we used the pre-training model FastText to provide word vectors, and
dynamically adjusted the word vectors through FastText according to the context. By training the model
on forestry dataset and SemEval-2010 Task 8 dataset, the results showed that our model outperformed the
comparison methods. The main contributions are summarized as follows:

1. To build the forestry KG, we formed a forestry dataset. The dataset was crawled from Baidu
Encyclopedia and Wikipedia; it was also collected from forestry book and forestry industry-
standard PDF resources by hand.
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2. The FastText-BiGRU-Dual Attention model is composed of BiGRU and Dual Attention. The model
focuses on words that have a decisive effect on sentence relation extraction. And captures relational
semantic words and direction words. To enhance the performance, it uses the pre-training model
FastText to generate word vectors, and dynamically adjusts the word vectors according to the context.

3. Based on the above framework, our model obtained a competitive experimental result on the
SemEval-2010 dataset. By training it on forestry dataset, the accuracy and precision exceeded 0.8,
the results showed that our model outperformed BiLSTM-Attention, thus confirmed the validity
and accuracy of constructing forestry KG. We used graph database Neo4j to store forestry KG
and used Django to build forestry KG that contains domain prior knowledge.

2 Related Work

Along with theoretical foundation development, powerful storage, and computing capabilities, the
automatic acquisition of knowledge from internet becomes a trend. KnowItAll [19], TextRunner [20], and
Never-Ending Language Learner [21] are the same type of knowledge base project, and researchers have
applied them in different KG. This paper explores forestry relation extraction technology, KG
construction method, and storage. The related work provides a systematic study on the current methods
of constructing KG.

2.1 Forestry Knowledge Graph

With the rapid development of forestry science research, forestry science data is constantly increasing.
Each part of the forestry data has different degrees of connection with each other, the existing information
retrieval technology cannot reflect the data’s connection, and cannot identify complex retrieval requirements.
Retrieving information accurately and comprehensively efficiently has become one of the urgent problems in
forestry information sharing.

Chirici et al. [22] proposed that the K-Nearest Neighbors (K-NN) technique was important for producing
spatially contiguous forestry predictions, by using the combination of field and remotely sensed data. Mithal
et al. [23] have discussed forestry monitoring and other problems, they used global remote sensing datasets
and time-series algorithms to experiment, finally illustrated results of land covered changing detection. Li
et al. [24] performed a cross-sectional dataset analysis using the method of data envelopment analysis to
investigate the forestry resources efficiency. Czimber et al. [25] introduced a novel decision support
system (DSS), based on geospatial data analyses that they developed for the Hungarian forestry and
agricultural sectors by using machine learning techniques (Maximum likelihood and Fuzzy logic). Han
et al. [26] used the thesaurus in the address field and the forestry fields as the experimental object, and
used the Bootstrapping algorithm to design an automatic seed generation algorithm based on the thesaurus.

There are few research applications of KGs in the field of forestry verticals. In terms of theoretical
research, Miao [27] used the forestry patent data as the data source and used the KG analysis method to
display the KG of forestry patent data from the year, the applicant, and keyword aspects. Chen et al. [28]
used the visualization KG software CiteSpace to sort out the research literature on natural forest
protection engineering in China. Most of the forestry studies based on KGs in the past used scientific KG
visualization tools to analyze scientific data, objectively showed the current status and future development
of forestry research, and cannot make full use of unstructured and structured texts data of forestry, nor
can existing forestry data be effectively managed.

2.2 Knowledge Graph Construction

KG is supported by Knowledge Base (KB) [29] such as Freebase and DBpedia. KG can semantically
label and correlate data resources, establish a relational network by deep semantic analyzing and mining.
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Relying on powerful semantic processing capabilities and open interconnection capabilities to visualize
interfaces for users. KG is essentially a semantic network and great achievements of Semantic Web [30]
technology. The semantic KG system is formed by extracting interrelated entities from the World Wide
Web [31] through a certain process.

There are two ways to construct KG: top-down and bottom-up [32]. In the top-down process, first, it
learns entity from structured data and hierarchical relation extraction, and related rules, then carries out
the process of entity learning, and incorporates entities into the previous concept system. The bottom-up
construction process is the opposite of top-down, it starts with the inductive entity, further abstracts, and
gradually forms a layered conceptual system [33]. In the early days of KG techniques, almost all
participating companies and institutions built basic KGs in a top-down manner.

For example, the Freebase project and DBpedia project used Wikipedia as a core data source. With the
automatic knowledge extraction and process techniques being continuously matured, most researchers used
the bottom-up ways to build KGs currently. The most typical example, such as the public Google Knowledge
Vault [34]. Usually, the data source can be the massive internet web pages, and then use the existing KB to
build; researchers enriched and improved the KGs by automatically extracting knowledge at last. In the
process of building the KG, deep learning framework has accelerated the emergence of novel NER and
RE methods. Researchers studied entity relation extraction based on deep learning framework, provided
support for the application of hot deep learning to KG, and studied segment-level Chinese NER method
based on neural network. Since the neural network model automatically learns sentence features without
complex feature engineering, many works used relevant neural network models to construct KG. Garcez
et al. [35] used the Deep Belief Network to extract knowledge and build KG. Tab. 1 has summarized
methods applied for KG construction, including word vector training, named entity recognition and
relation extraction.

2.3 Relation Extraction

Deep learning methods have been widely applied to NLP. Deep neural networks have also been
successfully applied to NER and entity RE methods, and achieved good results. Compared with
traditional statistical models, deep learning-based methods take the vector of words in the text as input,
and implement end-to-end feature extraction through neural networks, which no longer depend on
artificially defined features.

Table 1: The methods applied for knowledge graph construction

Methods Example methods

Word vector training CBOW [36], Skip-gram Model [37], Huffman Tree [38]

Named entity
recognition

RNN, BiRNN, BiLSTM-CRF [39], BiLSTM-CNN-CRF [40]

Relation extraction (1) Supervised learning method (SVM [41], Bayesian-network learning algorithms
[42])

(2)Weakly supervised learning method (APCNN [43], CNN-RL [44],
Bootstrapping [45])

(3)Deep learning method (CNN-ATT [46], SDP-BLSTM [47], GCNs [48], LSTM-
RNN model [49])
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The relation can obtain from a discrete text corpus data source but it lacks the semantic information. The
early research methods of relation extraction mainly consist of artificially grammar and semantic regulations.
The pattern matching [50] method was used to identify the relationship between entities. Then academic
communities and institutes have started to adopt statistical ML methods [51–53] to suit the rules.
Kambhatla et al. used the lexical, syntactic and semantic features in natural language to model the entity
relation [54], and successfully implemented the entity relation extraction without the hard coding by the
maximum entropy method. Subsequently, many supervised learning methods appeared to make sure
algorithm effective and researchers usually manually label big corpus as a training set.

In 2007, Turing Center proposed an open information extraction (OIE) framework [55] for open
domains to solve the key problem of this constraint extraction technology to practical application. Later,
researchers have gradually turned to semi-supervised and unsupervised learning. Carlson et al. mentioned
an automatically extracting entity relationships method, which combines semi-supervised learning with
the Bootstrap algorithm [56]. However, in practical applications, it is very difficult to define a perfect
system of entity relation classification. The open domain-oriented relation extraction technology directly
used the relational vocabulary in the corpus to model the entity relation [57], Wu et al. used this
technology based on OIE. Zeng et al. exploited a convolutional Deep Neural Network (DNN) to extract
lexical and sentence level features [58], and found it performed better than traditional statistical ML.

The most important features of the deep learning framework neural network model are the feature
representation of words and the automatic learning of features. The neural network model can retain all
the features of the text. The most critical use of the neural network model to achieve relation extraction is
to select the appropriate word vector according to the task, and then use the different network models,
such as PCNN, CNN, RNN, and LSTM, to automatically extract features and abandon complex artificial
feature engineering [59]. Wang et al. did an experiment on the SemEval-2010 dataset, BiLSTM-Attention
also reached 0.84. Yogatama D et al. focused on self-attention models and recurrent neural network
models [60] to extract factual knowledge from a corpus, such as the BERT model. Our work improved
on the BiGRU model, combined FastText and dual Attention to extract relationship from forestry dataset,
and finally formed a forestry KG.

2.4 Knowledge Graph Storage

The scale of KG grows faster, data management becomes more important. To better store ternary arrays,
a graph database for managing attribute graphs has been developed in the database field. At present, although
no database is currently recognized as the dominant knowledge graph database; it is foreseeable that with
ternary the integration and development of groups and graph databases [61], the storage and data
management methods of knowledge graphs are becoming richer and more powerful.

From the data model perspective, KG is a graph constructed by representing each item [62]. To visualize
KG in different fields, it must follow the corresponding data model, as mentioned in this paper, the triples of
the forestry KG are expressed as (h, r, t). The mainstream KG database now includes relational database-
based storage solutions, RDF-oriented ternary databases, and native graph databases. There are many
popular graph databases, like ArangoDB, TitanDB [63], Neo4j [64] and OrientDB [65]. The most
important features of databases for a complete and effective application, such as flexible schema, query
language, and scalability. Tab. 2 has summarized the comparison of Graph database features. We
presented the legend for comparison according to our experiences and literature review, 1–4 represents
bad, average, good and great. The advantages of the Neo4j graph database, the query speed of long-range
relationships of Neo4j is fast in terms of performance; Neo4j is good at finding a hidden relationship.
Neo4j belongs to the native graph database. The storage backend used by Neo4j is customized and
optimized for the storage and management of graph structure data. Neo4j is the best choice for storing
forestry data.
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3 Methods

Compared with traditional models, deep learning-based methods directly take word vectors in the text as
input and implement end-to-end relation extraction through neural networks. We proposed a deep learning-
based method FastText-BiGRU-Dual Attention model to extract forestry relation. The model framework is
described in Fig. 1.

This paper constructed forestry KG by using forestry data to improve the efficiency and convenience of
forestry knowledge usage. To realize forestry KG construction, we first preprocessed the raw forestry data to
structured triples and represented the forestry knowledge. Then we fed entity, relation, and the related
sentence into the neural network to train forestry relation extraction.

Table 2: Graph database features comparison

Features\DB TitanDB OrientDB ArangoDB Neo4j

Flexible Schema 3 3 3 4

Backups 3 3 2 4

Multi-model 3 4 4 2

Multi-architecture 4 3 4 4

Scalability 3 3 4 4

Total 16 16 17 18

Relation extraction FastTExt-BiGRU-Dual Attention

Data source layer

Baidu Encyclopedia
+Wikipedia

Forestry industry 
standards from PDF

Forestry expert 
experience

Data preprocessing  layer

Semi-structured data  Structured data Unstructured data

Triple data

Constructing forestry knowledge graph

Model training layer

Constructing layer

Figure 1: A model framework of constructing forestry KG
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3.1 Entity Relation Extraction

Entity relation extraction can be roughly divided into the following aspects, as shown in Fig. 2. In this
section, we used the FastText-BiGRU-Dual Attention model to extract the forestry relationship.

1. Input layer: input structured forestry information data to the BiGRU-Dual Attention training model.

2. Embedding layer: use the FastText model framework to create word-level low-dimensional forestry
entity vectors, and both use word embedding and position embedding results to feed the BiGRU layer.

3. Encoder Layer: utilize BiGRU to get the high-level feature, through the multilayer neural network;
the probability of entity relations in each sentence is generated in the training set.

4. Selector layer: that is the dual attention layer, produce a weight vector, and merge word-level features
from each time step into a sentence-level feature vector, by multiplying the weight vector.

5. Classified layer: the sentence-level feature vector is finally used for relation classification. Iteratively
loop step 2, step 3, and step 4. Finally, train forestry dataset through the model to obtain the prediction
accuracy and probability results.

3.1.1 FastText
FastText [66] is a text classification and vectorization tool, it calculates the similarity in vectorizing each

forestry entity in the sentence for the entity relation extraction. In the FastText model, the input data (x1, x2,…,
xN-1, xN) represents n-gram vectors in a text, and each feature is the average of the word vectors. FastText
architecture is similar to word2vec’s CBOW model. CBOW uses context to predict the central word, and
FastText uses all n-grams to predict the specified category. In the FastText model, it uses softmax as an
activation function at the neural network layer. FastText uses all n-grams to predict the probability of a
specified category as Eqs. (1) and (2). Among them, w is a word and its context is context (w), the

Output                  

Input Woodland -0.7150 0.43381 -0.5077 -0.2373···.
Have woodland -0.2753 -0.2638 -0.0398 -0.2575··· 
Arboreal forest -0.2717 -0.2588 0.14513 -0.4647··· 
Pure forest -0.0956 -0.2940 0.06448 -0.4330 ··· 
Mingled forest -0.5437 0.01255 -0.7024 -0.5384··· 
Mangrove forest-0.4613 0.18480 -0.3502 -0.2108··· 
··· 
Vec.txt

Input Chinese forestry train data
(Entity1, Entity2, Relation Sentence)

Input Chinese test data:
Entity1:Lithocarpus occidentalis(In English)
Entity2:Fagaceae(In English) 
Relation Sentence:
Lithocarpus occidentalis, a species of Fagaceae, 
up to 20 meters high.(In English)

Embedding layer(Word Embedding
Position Embedding)

Selector layer(Attention)

Classifier layer(Softmax Cross Entropy)Process

Predict entity relationship
accuracy and results  

Entity1: Lithocarpus occidentalis   Entity2: Lithocarpus occidentalis
Sentence
Lithocarpus occidentalis, a species of Fagaceae, up to 20 meters high.
Top three probabilities
No.1: parent_taxon, Probability is 0.99997544
No.2: instance_of, Probability is 9.37594e-06
No.3: method, Probability is 6.6806847e-06

Encoder layer(BiGRU/BiLSTM)

Figure 2: The pipeline of forestry entity relation extraction

CSSE, 2021, vol.37, no.3 429



context refers to the words in the left and right windows, subwords, and word n-grams.

p wjcontext wð Þð Þ ¼
Ylj

j¼2 p dwj jXw; h
w
j�1

� �
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And its loss function is Eq. (3), C is the corpus.

L ¼
X

w2c log p wjcontext wð Þð Þ (3)

FastText has been used in short text classification tasks, entity recognition disambiguation tasks, and
feature extraction tasks of text vectorization in recommendation systems, and so on. Practical experience
shows that FastText is more suitable for tasks with large samples and many class labels and it can get
good results generally. In most cases, it is stronger than the traditional CBOW-LR or SVM classifier [67].
We used the FastText trained by Wikipedia with one billion bytes of information for forestry word vector
learning and then used softmax as an activation function at the output layer of the neural network to
finally generate the forestry expected word vectors.

3.1.2 Word and Position Embedding
Word embedding is a typical representation of words. Words with similar meanings have similar

representations. It is a general term with a method of mapping words in a sentence S to a real number
vector, S ¼ x1; x2; � � � ; xTf g, every word xj is converted into a vector ej. Word embedding converts a
word into a fixed-length vector representation for mathematical processing. The word embedding matrix
assigns a fixed-length vector representation to each word, and the angle between two-word vectors can be
used as a measure of their relationship. Through a simple cosine function, the correlation between two
words is calculated efficiently.

The word embedding model cannot learn the order of sequence. If the sequence information is
not learned, then the performance of the model will be reduced. Position embedding can solve the
problem of learning non-sequential information. By combining the position vector and the word vector,
certain position information is introduced into each word, so that Attention can distinguish the words in
different positions, and then learn the position information. Google directly gave Eq. (4) for constructing
the position vector [68], the position p is mapped to a position vector of dpos dimension, and the value of
this ith element is PEi(p).

PE2i pð Þ ¼ sin p=100002i=dpos
� �

PE2iþ1 pð Þ ¼ cos p=100002i=dpos
� �

(
(4)

3.1.3 BiGRU
GRU (Gated Recurrent Unit) [69] is a variant Long Short-TermMemory (LSTM) [70] model, it’s also an

improved model based on Recurrent Neural Network (RNN). In recent years, Bi-directional Long Short-
Term Memory (BiLSTM) [71] and Bi-directional Gated Recurrent Unit (BiGRU) have made great steps
in Natural Language Processing (NLP), especially in text classification and relation extraction. But RNN
has many limitations, such as a serious vanishing gradient problem, too many parameters, and so on.
GRU model maintains the performance of LSTM and has the advantages of simple structure, few
parameters, and good convergence. Different from LSTM [72], the GRU model has only two gates,
update gate and reset gate, namely z and r in Fig. 3. The update gate controls the degree to which the
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state information at the previous moment is passed into the current state. The larger the value of the updated
gate, the more the status information of the previous moment is passed in. The reset gate controls the degree
of forgetting the status information of the previous moment. Fig. 3 shows the illustration of LSTM and GRU.

GRU can only obtain the forward context information, ignore the following backward information, and
cannot use multi-directionally GRU. A Bi-directional GRU neural network is used in the forestry relation

extraction experiment. That is, the context information is obtained simultaneously from the front to the
back; In this way, it can improve the accuracy of extraction. And the BiGRU has the advantages of small
dependence on word vectors, low complexity, and fast response time. Its structure likes Fig. 4.

Forestry vectors are fed into the BiGRU layer. The BiGRU processes the input sequences xn in both
directions and two sublayers. Then it calculates separately forward sequences ~hn and backward hidden
sequences hn

 
at the BiGRU layer, and then combine them to calculate the current hidden state hn and the

output yi of BiGRU, as shown in the following Eq. (5).

~hn ¼ GRU xn;~hn�1
� �

C

~

C
~

h h
~

z

r

f

i

In

Out Out

In

o

Figure 3: This is a comparison figure of GRU cell and LSTM cell

w1 …

h1

h1

Input layer

Embedding layer

BiGRU layer

Hidden layer

…

…

y
Output layer

h2
h3 hn

h2 h3 hn

h1 h2 h3 hn

w2 w3 wn

Figure 4: The architecture of Bidirectional Gated Recurrent Unit
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hn
 ¼ GRU xn;~hn�1

� �
hn ¼ WT~hn þWvhn

 
(5)

yi ¼ sigmod Wihn þ bi
� �

In the BiGRU model, WT and WV are weight coefficients that point to the forward hidden state~hn and
the reverse hidden state hn

 
. Finally, the outputs of the BiGRU neural network are fed to the classifier for

attribute prediction.

3.1.4 Dual Attention Mechanism
Attention mechanism [71] is an important concept in deep learning. The goal of the attention mechanism

is to ignore unimportant information from massive information, selectively filtering out a small amount of
important information and focusing. Its purpose is to reduce the loss of key information on text sequence.
When RNN is processing, the attention mechanism first calculates the weight of each feature in the
sentence and then applies the weight to the feature. The attention mechanism weights matrix w is
calculated by adding the product of different initialization probability weights assigned by Attention
mechanism and output vector at each time step of the BiGRU layer, and finally calculating the value
through softmax function. In Eq. (6), H represents a matrix consisting of vectors h1; h2; � � � hn½ �, where n
is the sentence length. The sentence S is formed by a weighted sum of these output vectors hi, where
H 2 Rdw�n,dw is word vector dimension:

M ¼ tanh Hð Þ
a ¼ softmax wTM

� �
(6)

S ¼ HaT

After the BiGRU network processing, a word-level attention mechanism, and a sentence-level attention
mechanism are added, so that the model can encode the input sentence through the BiGRU network to obtain
bidirectional contextual semantic information of the training instance, and focus on the word-level attention
mechanism. Then uses the sentence-level attention mechanism to describe the same entity pair. It calculates
the correlation between each instance and the corresponding relationship, and dynamically adjust the weight
of each instance to reduce the noise data impact and make full use of the semantic information contained in
each instance. Fig. 5 shows the architecture of the BiGRU-Dual Attention model.

For describing forestry entity pair ei; ej
� �

in instance set E ¼ V1;V2;V3; � � � ;VNð Þ, where Vi is the
instance vector. Set E is used for relation classification. The calculation of the instance set vector E will
depend on each instance vector Vi in the set and weighted by the instance-level attention weight Av.
Where aVi measures the degree of correlation between the input entity Vi and its corresponding
relationship r, and calculation formulas are Eqs. (7) and (8).

aVi ¼ softmax ViArð Þ (7)

E ¼
X

i
aViVi (8)

Then, we calculated the conditional probability of the predicted relation through the softmax function
layer and its calculation formulas are Eqs. (9) and (10). R is the relation representation matrix, and b is
the offset vector. Finally, use the argmax function to get the final relation prediction r̂.
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P rjEð Þ ¼ softmax RE þ bð Þ (9)

r̂ ¼ argmax P rjEð Þ (10)

Due to the effectiveness of the attention mechanism, we used FastText to vectorize forestry entity words
and combined BiGRU with the dual attention mechanism to implement relation extraction experiments on
forestry dataset to achieve better performance.

3.2 Knowledge Graph Construction

This paper adopts a bottom-up approach to construct forestry KG. First, inductively organizes entities to
form the underlying concept, and then gradually abstracts online to form the upper-level concept. This
method transforms data patterns based on existing industry standards. The construction of the forestry
KG mainly depends on the Baidu Encyclopedia and Wikipedia, which have rich entities and concept
information. In the forestry text, use relation extraction algorithms to extract certain types of relationships
and uncertain types of relationships. The storage design of forestry KG needs to take into account the
map data of entities, encyclopedia texts and entity relationships. It is recommended using the graph
database Neo4j to store forestry KG.

4 Dataset and Experiments

This section is designed to test the effectiveness of the FastText-BiGRU-Dual Attention model and the
bottom-up forestry KG construction approach. Relation extraction is implemented by deep learning method
as the FastText-BiGRU-Dual Attention model in above section. The experiment trained relation extraction
model on forestry dataset. Finally, constructed forestry KG and visualized it.

m1 ...              

BiGRU BiGRU BiGRU BiGRU

r1

Relation prediction

Sentence-level
attention

Word-level 
attention

BiGRU layer

Sentence input

FastText vector

r2 r3 rn

m2 m3 mn

Figure 5: BiGRU-Dual Attention relation extraction model
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4.1 Dataset

We chose a common representative dataset SemEval-2010 Task 8 and a self-collected forestry dataset.
Since SemEval-2010 Task 8 is a widely used dataset for relation extraction in previous researches, we used it
to evaluate our model performance and analyze the effectiveness of our model. To illustrate the effectiveness
of the method in forestry relation extraction, we conduct a comparative experiment on the forestry dataset.
The forestry entities may refer to trees, the animals in forestry, diseases, symptoms, and pests. To get the
forestry dataset, we crawled related items from Baidu Encyclopedia (baike.baidu.com) and Forestry Net
(www.forestry.gov.cn). We also transferred Forestry Industry Standard PDF resources and many
professional definitions in forestry books. The processing of unstructured forestry data is complex and
important. The following are the processing steps:

1. First, cleaned dirty data and used regular expressions to process JavaScript, CSS styles, etc. To make
the training data standardized and reduce the error of special characters, SQL statements are used to
remove the irregular special characters and spaces in the text.

2. Second, defined structured information and summarized the types of entities to be extracted based on
the forestry field. For example, the forestry field has entity tags such as trees and forests; summarized
the relationship between entity tags to facilitate the extraction of the next relationship.

3. The NLP model cannot directly process documents in image formats such as PDF, and usually
requires PDF Reader to convert documents in image format into text documents;

4. The document may be very long, usually the document is divided into paragraphs, and forestry-
related paragraphs are intercepted;

Finally, we extracted 23838 concepts, 17948 entities, and 12346 relationships as the forestry dataset.
After obtaining the raw textual data, we applied the relation extraction model to train the raw data. Then
judged the category of relationship, represented the relations as a form of triples (h, r, t), h represents the
head entity, t represents the tail entity, and r represents the relationship between two entities. We
extracted the most common relationship in forestry dataset between these entities like “rank”, “category”,
“instance of”, “subclass of”, “description”, “parent taxon” and “method”. After processing, formed
realtion2id.txt, vextor.txt, test.txt, and train.txt.

4.2 Model Training

Most of the works on relation extraction used the SemEval-2010 Task 8 dataset. To show the efficiency
of the model, firstly the experiment applied our model to the SemEval-2010 Task 8 dataset. Secondly, to
verify the efficiency of our method in Chinese forestry knowledge, this paper conducted a comparative
experiment on the self-collected forestry dataset. Follow the previous work [73,74] and we adopted
Precision, Recall, F1 score, and Accuracy rate for evaluating our model performance.

The Dual attention model focuses on sentences to calculate the relationship between entity pairs. In
Tab. 3, we showed examples of visualizing dual attention weights on the SemEval-2010 Task 8.

In our experiment, The FastText was used to generate word vectors. The position embedding was
randomly initialized from Gaussian distribution. The detail of the hyper-parameters setting in experiment
is shown in Tab. 4.

4.3 Results on SemEval-2010 Task 8

Since our method combined Dual attention on BiGRU and FastText, this paper chose some
representative models to compare. We compared our method with baselines which are recently published
for SemEval-2010 Task 8. All of these methods are relying on the original sentences which will lose
some important information. However, FastText-BiGRU-Dual Attention can make full use of the
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characteristics of original sentences. The results of different models are shown in Tab. 5. The WE remark
refers to Word embedding. The PE, PI remark refers to Word around nominals, Position embedding,
Position indicator. The GR, POS refers to grammar relation, part of speech. It listed the model name,
features set and F1-score. The FastText-BiGRU-Dual Attention achieves an F1-score of 84.76% on
SemEval-2010 Task 8. Our model was compared with the RNN-based models, our model outperformed.

4.4 Results on Forestry Dataset

Another experiment was applied the Attention mechanism to BiLSTM and BiGRU for comparative
experiments of forestry relation extraction. And the experiment used FastText to generate word vector,
BiLSTM/BiGRU, and Dual Attention for comparison experiments on the self-collected forestry dataset.
The forestry dataset was randomly divided into a train set and a test set, we used the train set to train the

Table 3: The visualization of dual attention weights on Semeval-2010 task 8

Sentence Relationship

Orignal <e1>burst</e1>, <e2>pressure</e2>, The burst has been caused by water
hammer pressure, Cause-Effect

<e1>burst</e1>
<e2>pressure</e2>
Cause-Effect (e1,e2)~a The burst has been caused by water hammer pressure.

 a The burst has been caused by water hammer pressure.

Orignal <e1>stable</e1>, <e2>hounds</e2>, She soon had a stable of her own
rescued hounds, Member-Collection

<e1>stable</e1>
<e2>hounds</e2>
Member-Collection
(e1,e2)

~a She soon had a stable of her own rescued hounds.
 a She soon had a stable of her own rescued hounds.

Table 4: Hyper-parameters setting

Embedding dimension 100

Position size 82

Position dimension 25

Hidden dimension 200

Batch 128

Epochs 200

Table 5: Comparison with other RNN-based methods on Semeval-2010 Task 8

Paper Model Name Features Set F1-score

Zhang et al. [75] BiLSTM WE, PE 84.30%

Zhou et al. [71] Attention-BiLSTM WE, PI 84.00%

Xu et al. [76] DRNNs WE, GR, POS, 84.16%

Lee et al. [77] BiLSTM-Entity-Aware Attention WE, PE, Attention 84.70%

Our Paper FT-BiGRU-Dual Attention WE, PE, Dual Attention 84.76%
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model, and used the test set to evaluate the model’s accuracy and recall rate, etc. The performance of the
model will be represented by the average value of the evaluation metric for each experiment.

From Fig. 6, the FastText model with higher accuracy. the vectorization of FastText in forestry relation
extraction has better performance. Due to the FastText vectors are 1200-dimensional, and FastText can learn
the representation of a word in isolation. The curve of BiGRU-Dual Attention fluctuates a bit, and it
fluctuates up and down relatively gently. The BiGRU model maintains the performance of LSTM and has
the advantages of simple structure, few parameters, and good convergence.

Obviously, the performance of BiGRU-Dual Attention is better than BiLSTM-Attention. From the
measurement precision and recall, the precision and recall of BiGRU can reach 0.77 and
0.82 respectively, as shown in Tab. 6.

We designed a set of comparative experiments between FastText-BiLSTM-Attention and FastText-
BiGRU-Dual Attention. By using the forestry dataset to test, our model has exceeded BiLSTM-Attention
above 0.15 in Recall and Precision rate. It means that most forestry relationship can be efficiently
extracted from forestry structured or unstructured data.

4.5 Construction of Forestry Knowledge Graph

In this paper, we extracted forestry relations from forestry sentences to construct KG. To complete
forestry KG construction, we adopted the best model FastText-BiGRU-Dual Attention to apply to forestry
relation extraction. Forestry KG is composed of triples, the nodes which represent forestry entities, and
the edges which represent the relationships between two entities. Fig. 7 shows the forestry KG example.
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Table 6: Different model performance of relation extraction (%)

Model\Metrics Precision Recall Accuracy

BiGRU-Dual Attention 76.51 82.03 80.23

BiLSTM-Attention 63.64 64.49 64.06
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The construction of forestry KG involves a top-level method and the application of 14 forestry-related
tables in MySQL database. First of all, the experiment used a distributed crawler framework (Scrapy) to
crawler forestry text data from Baidu Encyclopedia and Wikipedia. To improve crawling efficiency, we
adopted a framework that supports GPU acceleration. Then, the separated entity from text data, and

(a)

(b)

Figure 7: The examples of forestry Knowledge Graph
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trained the model that supports GPU acceleration to realize relation extraction. Finally, we used the
distributed graph database neo4j to store data.

4.6 Discussion

This paper constructed a forestry KG from data collection, data process, relation extraction, and data
storage. The process is applicable to construct all KGs are similar to the forestry industry, and the method
has universality. Moreover, forestry KG can improve the efficiency of forestry information searching and
provide a certain reference value for the accuracy of the construction of a forestry KG. The proposed
FastText-BiGRU-Dual Attention model for extracting forestry relationship in the natural field is tested
and evaluated. And it makes the accuracy, precision, and recall rate are exceeding other methods. It
obviously improves the efficiency of relation extraction.

5 Conclusions

Continuously increasing demand for forestry conservancy information on social production leads to
challenges to data integration. The complexity of data involved in forestry conservancy information is
increasing, which leads to low data utilization. Constructing forestry KG can realize a layered coverage
and node interconnection network based on forestry information network currently. The KG can build
links between concepts or entities by extracting knowledge from forestry web pages. Organizing data
about forestry-related accumulations has the lowest cost and makes massive data become usable.

To meet the needs of users for the integration of forestry data information, we proposed a bottom-up
method of constructing a KG and storing the KG into Neo4j. This paper constructed forestry KG by
combining entities and entity relationships. Previous researches on relation extraction methods focused on
the representation of the entire sentence and ignored the loss of information. Such as the contributions to
words and syntactic features, especially in Chinese relation extraction, resulting in poor performance. A
novel deep learning-based method FastText-BiGRU-Dual Attention is adopted to extract forestry
relationship. In our experiment, we find that the values of precision and recall are better than other
comparative methods, the accuracy and recall rate exceed 0.8. There are some limitations should be
addressed in future work. One lies in the partially missing data when constructing the forestry KG and
another is that manually reviewed and corrected forestry data. In the future, we would like to mine data
more deeply and improve the accuracy of extracting relationships. We plan to apply forestry KG to
knowledge question and answer and achieve recommendations for forestry knowledge.
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