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Abstract: This paper presents an algorithm to solve the problem of Photo-
Response Non-Uniformity (PRNU) noise facing stabilized video. The stabilized
video undergoes in-camera processing like rolling shutter correction. Thus, mis-
alignment exists between the PRNU noises in the adjacent frames owing to the
global and local frame registration performed by the in-camera processing. The
misalignment makes the reference PRNU noise and the test PRNU noise unable
to extract and match accurately. We design a computing method of maximum
likelihood estimation algorithm for extracting the PRNU noise from stabilized
video frames. Besides, unlike most prior arts tending to match the PRNU noise
in whole frame, we propose a new patch-based matching strategy, aiming at redu-
cing the influence from misalignment of frame the PRNU noise. After extracting
the reference PRNU noise and the test PRNU noise, this paper adopts the refer-
ence and the test PRNU overlapping patch-based matching. It is different from the
traditional matching method. This paper conducts different experiments on
224 stabilized videos taken by 13 smartphones in the VISION database. The area
under curve of the algorithm proposed in this paper is 0.841, which is signifi-
cantly higher than 0.805 of the whole frame matching in the traditional algorithm.
Experimental results show good performance and effectiveness the proposed strat-
egy by comparing with the prior arts.

Keywords: Photo-response non-uniformity (PRNU); stabilized video; frames;
maximum likelihood estimation; patch

1 Introduction

In the past decades, some important technologies such as digital watermarking [1,2], data hiding [3,4]
and multimedia forensics have emerged to strengthen the protection of multimedia data and to combat illegal
video transmission. Among them, multimedia forensics technology mainly refers to source camera
identification (SCI). SCI is a method to tie an image or video with a certain possibility to its capturing
device. Most of the existing methods are based on Photo Response Non-uniformity (PRNU) noise
extraction and matching techniques [5]. The PRNU noise stems from the imperfect manufacturing

This work is licensed under a Creative Commons Attribution 4.0 International License, which
@ @ permits unrestricted use, distribution, and reproduction in any medium, provided the original

work is properly cited.


http://dx.doi.org/10.32604/csse.2021.014138
http://dx.doi.org/10.32604/csse.2021.014138

190 CSSE, 2021, vol.36, no.1

process of camera sensor and exists in all its captured medias. As the PRNU noise is unique to its camera and
it is stable for a long time, we can take it as a fingerprint for SCI.

In the literature, Lucas et al. [5] proposed for the first time to extract sensor pattern noise by filtering a
large number of images taken by the same camera. Chen et al. [6] employed a mathematical method to
estimate the PRNU noise from video clips. After that a large number of SCI schemes based the PRNU
noise exist and some problems involved in this technique are solved as well [7]. Recently, Darvis et al.
[8] used local PRNU matching method to SCI of HDR image. Taspinar et al. [9] proposed to extract the
PRNU from spatial domain averaged (SDA) to reduce complexity and not lose performance.

In addition, with the widespread application of video, Galdi et al. [10] found through experiments that
extending the traditional method of extracting the PRNU noise from images to video does not achieve ideal
results. There are two main problems.

One problem is that video files have more data than images and are mostly recompressed to save storage
space. Recompression will cause severe degradation of the extracted the PRNU noise. How to extract reliable
PRNU noise from compressed video is addressed in [11-19]. Chuang et al. [12] proposed that when
estimating PRNU noise, only key frames (I frames) were used, and motion compensation frames (P, B
frames) were excluded. This is because the main information of the video file is concentrated in the I
frames. And the P and B frames are not helpful in extracting PRNU noise. Li et al. [14] proposed to
extract PRNU noise from partially decoded video frames. This method had improved the accuracy and
efficiency of extraction. Amerini et al. [16] compared the existing algorithms for extracting the PRNU
noise from videos and proposed an efficient comprehensive algorithm for videos uploaded to social
media. In order to protect data integrity in network applications, Wang et al. [19] proposed an effective
dual-chaining watermark scheme, called DCW.

Second, in-camera functions like video stabilization for the unconscious jitter reduction [17] can
introduce misalignment to the PRNU noise frames [20]. As a result, it is uneasy to correctly estimate the
PRNU noise by means of statistical method. To solve this problem, Hoglund et al. [21] proposed to
compensate the translation between the PRNU noises. Taspinar et al. [20] proposed to divide the video
frame into two parts and associate its PRNU noise. The video is unstabilized based on the peak
correlation energy (PCE) value higher than the threshold. Then, obtained the translation of each frame by
an exhaustive method. Iuliani et al. [22] proposed to extract the reference PRNU from the image.
Mandelli et al. [23] used particle swarm optimization technology, the PCE value of the reference PRNU
noise and the test PRNU noise reaches the maximum and is greater than the threshold. The corresponding
parameter is the geometric transformation parameter of aligning the two kinds of noises.

Considering that to estimate reliable the PRNU noise from stabilized video clips is still not well solved at
the current stage, this paper proposes a new PRNU noise-matching algorithm for SCI regarding video. We
first extract the PRNU noise from video clips, like the traditional methods. Then, the two PRNU noise are
segmented into patches for matching. It is different to perform block processing on the image to select the
part of interest [24,25]. The motivation of this matching method is from the theoretical analysis on the
influence from image/frame registration introduced by in-camera functions about video stabilization.
Experimental results show that the proposed method can achieve higher accuracy than the traditional ones
that use a bunch of frames or one frame for extraction and correlation.

The rest of this paper is organized as follows. Firstly, relevant background will be further introduced in
Section II. And then Section III gives the algorithm proposed in this paper. Extensive results will be discussed
in Section IV, followed by the conclusion in Section V.
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2 Related Works and Background

This section will introduce the traditional mathematical estimation method regarding video PRNU noise
and in-camera video stabilization functions. Then we demonstrate the inaccuracy of PRNU noise extraction
and matching due to the in-camera stabilization functions.

Considering that each frame can be regarded as an image taken by the same camera, the traditional
method derives the estimation of PRNU noise K as follows:

S i)
K== 1
(10))? M
where W) is the noise residual extracted from /), W) = 10) — F(1()) being F (1) a denoised version of
1%, computed as suggested in Reference [6].

Nowadays, most smartphone cameras employ a so-called rolling shutter technology to output each rows
of the pixel sensor array from top to bottom sequentially. The patent embodiments in Reference [26] points
out the effect of smartphone rolling shutter, as shown in Fig. 1. The rolling shutter scans line by line from top
to bottom. When there is relative movement between the subject and the smartphone camera, the subject will
distortion and jag blur on the edge. Resulting frames suffering from rolling shutter distortions are often actual
scene unwanted.
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Figure 1: The influences of rolling shutter [26]. The rolling shutter scans line by line from top to bottom.
Figs. 1(b)—1(c) assumes that during the rolling shutter scanning, the smartphone moves to the left (right),
resulting in the lower part of the subject (the part scanned after the rolling shutter) is offset from the
upper part (the part scanned first by the rolling shutter) and jagged blur on the edge
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It is necessary to reduce the effects of rolling shutter distortion via appropriate perspective
transformation during video capture. Individual registration process should be performed for different
parts of a video frame. The two-dimensional perspective transformation matrix is independently applied
to each part of each frame, and the corrected frame segments of each frame are composed into a
corrected frame [26]. The PRNU noise is the inherent noise of the sensor. After geometric transformation
of different parts of a video frame, the same pixel position is taken by different parts of the sensor array.
This results in misaligned the PRNU noise in different parts of a video frame. Moreover, the offset of
each part is different according to the two-dimensional perspective change matrix. The local or global
offset of the PRNU noise makes SCI difficult.

3 PRNU Noise Extractions and Matching for Stabilized Video

Given a stabilized video file, which is common for us facing forensics job. The stabilized video suffers
in-camera processing like rolling shutter correction. Each frame undergoes different global and local
geometrical transformations. As a result, global and local misalignment exists among the PRNU noise
contained in the video frames. Therefore, we design a computing method of maximum likelihood
estimation algorithm for extracting PRNU noise and propose a new overlapping patch-based matching
strategy. In other words, we match the PRNU noise in patches. The purpose of this is to reduce the
impact of local or global stabilization on the PRNU noise matching. Fig. 2 shows the overall flowchart of
the proposed scheme.
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Figure 2: Scheme flowchart

3.1 PRNU Noise Extraction from Stabilized Video Clip

In some forensic scenarios, we may be unable to access the capturing device. As a consequence, the
reference PRNU noise cannot be obtained from images taken by the device. But the reference PRNU
noise can only be extracted from a number of obtained stabilized videos. In this case, neither the test
PRNU noise nor the reference PRNU noise can be reliably estimated. There are global and local
misalignments between PRNU noises contained in the video frames.

Let {f Is f 2y ees f n}, f; € N* represents a set of frames coming from the video clips captured by the

same smartphone. Each frame corresponds to a geometric transformation 7’ introduced by in-camera rolling
shutter correction. Moreover, please notice that 7;” not a global geometrical transformation for the whole
frame. Instead, it is changed for different part of a frame. Considering that camera motion may be a
cyclical process, so the same geometric transformation exists in this process. Furthermore, there are a
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large number of frames in a video clip, so there may be frames with the same geometric transformation.
Moreover, classify the frames with the same geometric transformation into one group. We can obtain a
sequence of frame groups {1,2,...,m}, each group represented by ki, ks,...,k,. The matrices
Ty Tt,, ... Tk, are the geometric transformations to which each group of frames is subjected.

According to the prior art [27], it is suitable to use the method of maximum likelihood estimation to
obtain the PRNU noise K. However, each frame undergoes a different local geometric transformation,
resulting in individual pixels being misaligned within the frame. Therefore, the maximum likelihood
estimation model extended from image to stabilized video can no longer effectively represent the PRNU
noise extracted by grouping or single frame in traditional algorithms. As shown in Eq. (2), the maximum
likelihood estimation model in this paper is decomposed to make it accurately represent the PRNU noise
of traditional algorithm group estimation. Using a large number of frames in a video clip. Eq. (2) assumes
that frames with the same correction transform are put in the same group, instead of the numerator in the
original Eq. (1), mathematically,
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where i is the index of the frames and j € {1,2,...,m,...} indicates the index of the groups. Namely,
frames in group j have the same geometric transformation introduced by rolling shutter correction. Eq. (4)
shows the proportion of frames in each group to the total number of frames, indicating a probability. As
long as j > 0 when the geometric transformation of some frames is the same, P;, < 1. Hence, the PRNU
noise of all frames is,

K =Ty (Ky,) - Piy, + Te,(Ki,) - Piy + -+ + T, (Ki,) - P,
= D Py Ti(Ky) ©)

je{12,..m}

T}, is the correction transformation suffered by thej group PRNU noise. Furthermore, the test PRNU
noise of each frame can be expressed as:
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f{testi = Tt(i<1)7 (6)

T; represents the geometric transformation of the PRNU noise in frame f,

Because rolling shutter correction applies a two-dimensional perspective transformation matrix
independently to different patches within the frame. Therefore, there is the misalignment of PRNU noise

of different patches within the frame. In this light, decompose frame ﬁ into strips {1,2,...1}. rira,...,1
represent the index of patches, the size of each patch is Fﬂ -y. x - y represents the video resolution. Each

PRNU noise patch corresponds to a geometric transformation 7,,,7},,...7T,. The PRNU noise of each
patch in the frame is:

i(test_r, = Tr, (i{r,); (7)

where r, represents the r,th patch in the f: frame. IN(test_,[ indicates the PRNU noise after patching.

3.2 The Reference and Test PRNU Noise Matching

The similarity between the reference PRNU noise and the test PRNU noise measures by PCE value to
determine whether it comes from the same camera. In order to calculate the PCE values on two-dimensional
matrices, it is necessary to normalized cross correlation (NCC) the reference PRNU noise and the test PRNU
noise. According to Eq. (5), in addition to misalignment exists between adjacent frame PRNU noises, there
will be the proportion of the number of frames in each group to the total number of frames when PRNU noise
is calculated by grouping. If use the traditional method, group extraction the test PRNU noise and then match
the reference PRNU noise, for example, Eq. (8).

J

m
C(u,v) = corr(Kyep, Kiest) = Y Py >corr(Ty(Ky,), T, (Ky,)).- (8)
=)

There will be Py, when each group is matched. Because of Py, < 1, the similarity between the test PRNU
noise and the reference PRNU noise will be weakened. The phenomenon of mismatching will occur. In
addition, the false rejection rate will be improved. If the test PRNU noise of each frame matches
the reference PRNU noise, namely, there is only one Pj, from the reference PRNU noise at this time.
If the PRNU noise of the frame belongs to the group transformation, the matching is successful,
according to Eq. (9).

C(u,v) = corr(Kyer, Kiest) = Z Pycorr(Ty, (Ky,), Ti(K:)). 9)
Jj=1,iek;

However, considering that the rolling shutter is commonly used in smartphones, Eq. (9) may have errors
in the whole frame matching the reference PRNU noise with the test PRNU noise. Since the registration
introduced by the rolling shutter correction is performed on the within frame. The PRNU noise has
different offset and local misalignment in each frame. Taking into account the impact of the rolling
shutter correction, we propose a new overlapping patch-based matching strategy. We put the PRNU noise
from the whole frame to the patch. The reason for overlapping at this stage is that it is difficult to
determine which of the PRNU noise intra-frame misalignment caused by the rolling shutter correction.
We reduce the error as much as possible by overlapping the patches. As Eq. (10),
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C(u,v) = corr(kref_,l,f{,m_n) = Z ijcorr(T " (I~<,,¢f~_,,1), T, (i{tes_,[)), (10)

j=liickirEi

where f(,.ef_,t, Ktes_,, indicate the reference PRNU noise and test PRNU noise for the corresponding patch.
The PRNU noise for overlapping patch matching may be accurate. Because it reduces the influence of the
PRNU noise local misalignment. It is easier to judge whether the test video comes from the reference
smartphone.

A single peak is used to determine whether the video is taken by this camera. As long as the PCE value of a
frame is greater than the threshold value, the video is considered to be taken from a reference camera.

Slgl’l(C) : C(upeaka Vpeak)2

1 5
_— C(u,v)
X Zu, Nyea ’

T i e

Eq. (11) shows that after the reference PRNU noise and the test PRNU noise divided into overlapping
patches, the similarity of the corresponding patches measured by PCE value. (upeak,Vpeak) T€presents peak
coordinates, and N, represents peak neighborhood. After PRNU noise divided, the matching time
complexity reduced.

PCE (i{ref oy i(test_r,) =

(11)

4 Experimental Results

This section presents the experimental results of the proposed algorithm. First, we describe the used
database. Then we demonstrate of the performance of our proposed patch matching method, via the
comparison between the proposed algorithm with the prior arts.

4.1 Experiment Setup

The experiment in this paper is executes on an Intel® Core™ i7-8700 CPU with a frequency of
3.20GHz. The patch matching-based SCI scheme implements on Windows 10 (64) platform using
MATLAB R2015b. All the videos used are from the VISION [28] database. Specifically, 13 smartphones,
such as [Phone, Sony, OnePlus, etc. Each video is approximately one minute with a resolution of 1080 x
1920, as shown in Tab. 1. Each device randomly selected about 60 videos as inter-class tests. Using
Receiver Operating Characteristic Curve (ROC) and Area Under Curve (AUC) to show performance of
the proposed algorithm and other algorithms.

Table 1: The list of our smartphone used

Smartphone No. Smartphone name No. of videos Video resolution

D02 Iphone4s 13 1920 x 1080
DO05 Iphone5c 19 1920 x 1080
D06 Iphone6 17 1920 x 1080
D10 Iphone4s 15 1920 x 1080
D12 Sony 19 1920 = 1080
D14 Iphone5c 19 1920 x 1080
D15 Iphone6 18 1920 x 1080

(Continued)
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Table 1 (continued).

Smartphone No. Smartphone name No. of videos Video resolution

D18 Iphone5c 13 1920 x 1080
D19 Iphone6Plus 17 1920 x 1080
D25 OnePlus_A3000 19 1920 x 1080
D29 Iphone5 19 1920 x 1080
D32 OnePlus_A3003 19 1920 x 1080
D34 Iphone5 32 1920 x 1080

4.2 Comparison with Prior Arts

First, we tried to show the splitter size best suited to PRNU noise matching. According to the patents
embodiment regarding rolling shutter correction, in most cases, video frames are divided into 25, 32, 60,
100 and 180 rows, for registration 44, 34, 18, 11 and 6 patches. Moreover, each patch is overlapped and
taken half of the number of rows, each performing 107, 67, 35, 21, 12 matches. Calculate the correct rate
and false alarm based on the matching results of different segmentation methods. The AUC of different
patch methods show in Tab. 2. The AUC has little difference between 100 rows and 60 rows, but with
time complexity considerations, 100 rows are better, as shown in Fig. 3.

Table 2: AUC of different branches

Different branches 100 x 1980 180 x 1980 60 x 1980 32 x 1980 25 x 1980
AUC 0.854 0.823 0.841 0.717 0.786
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Figure 3: ROC curve of different overlapping patches. The largest AUC at 100 x 1980, the best performance
for different patches
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According to the experimental comparison of the matching results of different segmentation methods, it
is determined that the matching effect is better when the reference PRNU noise and the test PRNU noise are
each divided into 100 x 1920 patches. The local geometric transformation may stabilize the video frames
with a size of about 100 x 1920 per patches. Therefore, the PRNU noise patching may reduce the effect
of local misalignment. The reference PRNU noise and the test PRNU noise can be matched according to
the corresponding patch. Therefore, this paper proposes to match the PRNU noise patches after extracting
the reference PRNU noise and the test PRNU noise. The ROC curve is compared with the prior arts
based on the whole frame matching. The first prior art is to extract the test PRNU noise from a single
frame without any processing. The second is that [12,20,28] only decodes the key frames in the video to
extract the PRNU noise. The third is taking all video frames to extract PRNU noise. Each group contains
the same number of frames to extract the test PRNU noise, and matches with the reference PRNU
noise separately.

In order to prove the validity of the algorithm, we try to use intra-class and inter-class testing of videos
from different smartphones of the same brand model to avoid the contingency and to prove the accuracy of
the algorithm. As shown in Figs. 4(a)—4(d), for Iphone6, in the whole frame-based method, the maximum
AUC is 0.799. The AUC of the PRNU noise overlapping patch matching in this paper is 0.819. The
proposed method of patch matching has good performance. ROC curve of other smartphones in the
database, such as IPhone 4S, IPhone 5C and IPhone 6plus, is shown in Figs. 4(b)—4(d).
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Figure 4: ROC curves of different smartphone
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Fig. 4(a) IPhone 6, the algorithm is divided into 100 x 1980 AUC = 0.819. Compared with the
experimental whole frame AUC = 0.799. Only the key frames in the video are decoded to extract
AUC = 0.715 for the test PRNU noise. And AUC = 0.696 for extracting and matching the PRNU noise
from video frames by grouping processing. It can be seen that the performance of this algorithm is better.

Then we further examine the performance of our proposed overlapping patch-based matching strategy
algorithm by comparing with the above three prior arts through the overall ROC curve. We divide the two
PRNU noises into 100 x 1920 sizes. Perform intra-class and inter-class experiments of 13 smartphones in the
database according to different methods. And calculate the ROC curves of all smartphones. ROC curves of
13 smartphones of each method are averaged to measure the overall performance of the algorithm. As shown
in Fig. 5, the AUC area of the algorithm proposed in this paper is 0.841. The maximum AUC based on the
whole frame algorithm is only 0.805. Due to the combined effect of global and local geometrical
transformations, the patch matching algorithm in this paper has a higher accuracy than the whole frame
matching method. The overall ROC curve is shown in Fig. 5.

ROC curves of different algorithms
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Figure 5: ROC Curves of Different Algorithms, experimental results show that the AUC = 0.841 of PRNU
noise matched by the proposed algorithm. In contrast experiment, the whole frame matching PRNU noise
AUC = 0.805. AUC = 0.622 using only key frames. The PRNU noise group accumulation matching once
AUC = 0.702

Due to the combined effect of global and local geometrical transformations, experimental results show
good performance and effectiveness the proposed strategy by comparing with the prior arts.

5 Conclusion

This paper has proposed a PRNU noise extraction and correlation algorithm for stabilized videos
captured by the smartphone. We have two contributions. First, we update the mathematical model of
PRNU noise based on the effects of frame registration introduced by in-camera processing. Therefore, it
is more accurate to match the PRNU noise of a stabilized video than the PRNU mathematical model that
extends from image to video. Second, when each frame undergoes a different global and local geometric
transformation, we design a matching algorithm for PRNU noise. The method of adopting overlapping
patch for the first time is better than the traditional method of matching whole PRNU noise. Moreover,
determine the applicability of the algorithm. The experimental campaign is conducted on an available
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dataset composed by almost 224 stabilized video sequences coming from smartphone. Experimental results
demonstrate that the proposed computing method has good performance for stabilized video in-camera
processing like rolling shutter correction. In the future, we plan to extend to our work both to reduce the
error rate and to improve efficiency.
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