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Abstract: Image segmentation is a crucial stage in the investigation of medical
images and is predominantly implemented in various medical applications. In
the case of investigating MRI brain images, the image segmentation is mainly
employed to measure and visualize the anatomic structure of the brain that under-
went modifications to delineate the regions. At present, distinct segmentation
approaches with various degrees of accurateness and complexities are available.
But, it needs tuning of various parameters to obtain optimal results. The tuning
of parameters can be considered as an optimization issue using a similarity func-
tion in solution space. This paper presents a new Parametric Segmentation Tuning
of Canny Edge Detection (PST-CED) model. It is based on the comparison of
consecutive segmentation outcomes and the selection of one that yields maximum
similarity. Besides, this paper employs an effective pre-processing technique at an
earlier stage, i.e., before segmentation to improve the image quality. Here, a
hybrid contrast stretching approach was employed depending upon the Top-hat
filter and Gaussian function. The PST-CED technique was tested with benchmark
MRI images and a detailed comparative analysis was conducted with state-of-the-
art methods interms of Peak Signal to Noise Ratio (PSNR), detection accuracy,
execution time and Mean Square Error (MSE).

Keywords: Parameter tuning; image segmentation; canny edge detection; contrast
stretching

1 Introduction

Brain Tumour (BT) signifies a group of anomalous tissues that multiplies without any control. Two
kinds of brain tumour exist such as benign and malignant. The benign type has minimum tumours and it
is mostly isolated from other brain cells, due to which it does not spread to other portions of the brain.
Further, it is easy to be treated by surgical procedures thus eliminating the tumour cells. Malignant BT is
acute and cannot be removed easily from nearby cells of the brain. As such, the removal of the affected
cells from the brain without any associated risk is a complex operation. In recent years, it is found that
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the HHH people are highly prone to malignant BT. Based on the survey conducted by the American Cancer
Society [1,2] in the US for 2017, it was inferred that the number of cases increased up by 30, from 23,770 in
2016 to 23,800. Further, a total of 16,700 calculated deaths is a maximum in comparison with other death
cases of 2016 (16,050).

Magnetic Resonance Imaging (MRI) is a non-invasive technique that is generally used in the medical
unit; often, it produces the images of the brain with a high spatial dimension as well as maximum
contrast among delicate cells. MRI offers better details with regards to size, structure, and location of
tumours for proper analysis and further treatment [3,4]. Most of the hospitals and research institutes
leverage MRI images for accurate diagnosis and treatment. Different types of MRI sequences are
established and are known to be weighted images, like Fluid-Attenuated Inversion Recovery (FLAIR),
Proton-Density Weighted, T1-weighted, and T2-weighted. The T1-weighted image helps in obtaining an
extended segmentation for brain cells because of the maximum contrast among gray and white matter [5].
Meanwhile, T1-weighted contrast improved images, as well as FLAIR, are commonly utilized for BT
diagnosis, since they strongly show the affected area.

MRI depends on a multi-parameter image model that constructs different image parameters and carries
more data. Fig. 1 shows the images of the brain, MRI with tumours, and the images that were obtained from
four modalities: T1, T1c, T2, and FLAIR. FLAIR modalities are generally employed in the identification of
expanded tumours and edemas. The most accurate portioning of BTobtained from MRI reveals an important
and promising event in the diagnosis and preparation processes for further treatment. Image segmentation is
an attentive action in the medical imaging process that contains a filtering process from one or more areas,
which altogether forms the targeted interest. Different types of techniques have been designed in the survey
to diagnose the disease integrated with threshold-based methods [6,7], region-based methods, deformable
methods, classification methods, and deep learning. BT segmentation is a process of filtering the tumour
area from an unaffected region which could be easily detected. Therefore accurate and efficient
segmentation of tumours has been always a challenging operation due to their different sizes and locations.

2 Literature Review

Many studies have been conducted in medical imaging, especially in MRI imaging techniques. They are
classified as the region-growing method, classifier method, clustering method, and Meta-heuristics method.
Image segmentation is the most crucial stage used in the healthcare sector, whereas there are various other
segmentation models developed by researchers. The study conducted in the past [8] projected the BT
portioning model using K means clustering and fuzzy C means techniques. K-means method is more
adaptable and an easy approach to treat tumors. The tumor area can be easily estimated by K-means,

Figure 1: Sample BT images. (a) T1. (b) T1c. (c) T2. (d) FLAIR
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consuming less implementation time, whereas in the case of a chronic tumor, it is not suitable for producing
better results. The proposed model utilized KIFCM to resolve the problem of the long iteration process and to
enhance the segmentation accuracy. The authors [9] presented an approach that applies a color conversion
technique with K-means clustering for identifying the lesion size accurately. It is used to transform the
gray image to color space image, and as such, it helps the researchers to identify the exact size of the
lesion. The research study [10] implemented the BT segmentation model depending on the feature
extraction of MRI images. The implemented model obtained an Adaboost algorithm to segment the
consistency features. This technique generally assists in assigning the weights of the classification models
as well as enhancing the classifier efficiency. Fuzzy C means clustering is also one of the segmentation
models applied last year. A technique was proposed by the authors [11] to preserve the number of data
obtained from the actual image compared with many other models. A new model was proposed for
spatial segmentation and tissue-based partition using a fuzzy C means technique. A model was proposed
by the researchers [12] that performed the qualitative comparison of Fuzzy C means and K-means
partitioning with the histogram-guided initializing process for different cells of tumor edema complex
present in MRI brain images. This study clearly explained that many kinds of techniques use K means
and fuzzy C means clustering approaches for segmenting the MRI images of brain tumors. A deep
learning model was deployed in the study [13] for the auto brain tumor segmentation process. This study
defined different segmentation models such as manual, semi, fully automatic segmentation and their
problems. All the denoising techniques were reviewed in the literature [14] for the obtained MRI image
which might be influenced by artifacts and noise. This could be eliminated by different methods such as
wavelet, curvelet and filters. The performance measure was analyzed in different methods using PSNR.

A model was executed by researchers [15] to identify BT from histopathological specimen for earlier
prediction. Due to complex behavior, it is tedious to identify the injury from histopathology specimens.
Thus, the Convolutional Neural Network was used in the partition of the wound that was preserved
automatically. In the study conducted by the authors [16], a mechanical BT segmentation was proposed
with the help of Magnetic Resonance spectroscopy through a pattern recognition process. A combination
of discrete wavelet transforms and unsupervised learning models were utilized in eliminating the wavelet
features from the MRS signal. Clustering efficiency could be enhanced through the integration of DWT-
based entire spectral analysis and unsupervised learning methods. Though distinct segmentation
approaches [17,18] with various degrees of accuracies and complexities are available, they need fine-
tuning of various parameters for attaining optimal results. In the literature [19], the input image was
preprocessed by the Gaussian Kernel function to generate an image pyramid. Then, CNN was applied
with different granularities and the feature fusion process was performed. At last, the score map of the
feature fusion model was determined. An efficient image segmentation model was proposed in [20] using
the multi-objective Particle Swarm Optimization (PSO) clustering technique. It offered a novel similarity
computing method and an appropriate cluster count. In the study conducted earlier [21], a set of Two
Dense-MobileNet models, Dense1-MobileNet and Dense2-MobileNet were developed for image
classification. A new coverless real-time image information hiding model, using image block-matching
and dense convolutional network, was developed in [22]. A deeper local search algorithm was developed
in [23] for parameterized and approximation techniques for maximum internal spanning tree. The tuning
of parameters can be considered as an optimization issue using a similarity function in the solution space.
The current research paper presents a new Parametric Segmentation Tuning of Canny Edge Detection
(PST-CED) model. It is based on the comparison of consecutive segmentation outcomes and selection of
the best providing maximum similarity. Besides, this paper employs an effective pre-processing technique
at an earlier stage, i.e., prior to segmentation in order to enhance the image quality. Here, a hybrid
contrast stretching approach was employed depending upon the Top-hat filter and Gaussian function. At
the beginning, the Top-hat filter was executed on input images and then the contrast enhancement was

IASC, 2020, vol.26, no.6 1187



conducted through the inclusion of Top-hat filter and different Gaussian images. The PST-CED technique
was tested with benchmark MRI images and a detailed comparative analysis was conducted with state-of-
the-art methods interms of Peak Signal to Noise Ratio (PSNR), detection accuracy, execution time and
Mean Square Error (MSE).

3 The Proposed PST-CED

The presented PST-CED method involves a series of pre-processing steps to improve the view value of
the input images. Then, the PST-CED method is applied onto the enhanced image. Generally, the techniques
used to section BT images need various parameters to be set by the user prior to their testing and
classification. The segmentation outcome is usually a binary image where the backdrop appears in black
and the forefront in white or vice versa. The resultant images, gained with several values, are generally
compared among each other or to a ground truth image, i.e., the image formed by an expert. These
evaluations are prepared to identify the values that created it, to attain the optimal segmentation. The
subsections, pre-processing and the PST_CED working processes are discussed in detail herewith.

3.1 Pre-Processing

Pre-processing is used to develop the visual feature of the input image. It eliminates various troubles
similar to clarifying the effects, lighting, and problems caused by the worst contrast. The pre-processing
method plays a crucial role in the field of image development since the worst contrast images influence
the lesion fragmentation accuracy. In this study, a hybrid contrast stretching process was used on the
basis of the Top-hat filter and Gaussian function. Primarily, the Top-hat filter is executed on an input
image, and afterward, the lesion contrast is recovered by an additional Top-hat filter image and the
variant of the Gaussian image. The development method is defined as follows:

Let IM p; qð Þ be the actual RGB image with the dimension, 256� 256� 3. The top-hat filter is applied
on the original image which improves the affected parts in the applied image as follows:

What p; qð Þ ¼ IM p; qð Þ � IM p; qð Þ � S (1)

where, What p; qð Þ in Eq. (1) indicates the top-hat filtered image and S is the constructing element, whose first
value is 9. The value of Sis heuristically initialized after various iterations. As the contrast of the infected part
is based on the value of S, the choice of S develops the view quality of the infected part. The maximum value
for S enhances the view contrast of an image. Afterwards, a Gaussian function is implemented in the original
image with the following formula:

G p; qð Þ ¼ 1ffiffiffiffiffiffi
2p
p

s
e
�1
2

IM� m

s

� �
(2)

in Eq. (2), IM indicates the original image, m is the mean of the input image, and s indicates the scaling value
that is evaluated as:

s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E IMð Þ � ½E IMð Þ�2

q
E IMð Þ ¼

XN

z¼1
IMz

N
(3)

the original image is subtracted from the Gaussian function with the following method:

Wn u; vð Þ ¼ G p; qð Þ � IM p; qð Þ (4)

the highest and lowest valuesare evaluated from Wn p; qð Þ and their outcome is added in the top-hat filtered
image to handle the surrounding regions with the next formulas in (5) and (6):
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Wnew p; qð Þ ¼What p; qð Þ þ a (5)

a ¼ mx Wn p; qð Þð Þ þ mn Wn p; qð Þð Þ
2

(6)

At last, the improved image Wnew p; qð Þ is added with the Gaussian image to gain a new improved
one. The new images are found to be considerably enhanced. At present, the images can handle
brightness and worst contrast related issues. Additionally, the affected parts are extra visible compared to
the original image.

IMF p; qð Þ ¼Wnew p; qð Þ þ G p; qð Þ (7)

3.2 Segmentation Process

The segmentation technique is generally used to section the brain image and needs various parameters to
set by the user prior to testing and classification. In segmentation, the outcome is usually a binary image in
which the backdrop appears in black and the forefront in white or vice versa. The resultant pictures are gained
by several values and are generally evaluated among each other’s or to ground truth images, i.e., authorized
pictures. These evaluations arrive at the value which helps it attain optimal segmentation.

The overall process of the CED model is shown in Fig. 2. In the segmentation technique (Canny), by
changing a parameter in a series of values, the outcomes move from under-segmented image to over-
segmented ones which are transient through a middle value, and the optimal outcome is gained herewith.
It can be understood that the modifications among successive under-segmented and over segmented
images are highly abrasive when evaluated with images formed nearer the best outcomes. This action is
supposed to be the best outcome that seeks to find nearer value to the original image. The under-
segmented and over-segmented outcomes communicate to the furthest values from the optimum one. In
these outcomes, true edges or regions are removed (under-segmentation) or false ones are created (over-
segmentation) while establishing the abrupt alters observed among them. Hence, if two consecutive
under-segmented images are compared, the initial one is less segmented than the other one. When an
initial image is assumed to be the ground accuracy, the determination has a maximum number of false
positives and a minimum number of false negatives. Likewise, when evaluating two consecutive above-
segmentation images, the initial one exists in less number of over-segmented values, than the second one.
In this study, when the initial images are the ground accuracy, the authors resolve it to have a minimum
number of false positives and a maximum number of false negatives. It should be declared that this
observation is valid in diatom and brain images where the segmentations are extended to identify the
shapes of the organs. Still, there is no validity in images where texture or difficult background is
observed. Based on this principle, the following technique for changing parameters is presented.

Let TF IM;~vð Þ stand for the conversion of an image, IM addicted denotes the binary one as an outcome
of a segmentation algorithm which is specified with a certain number ® of parameters, i.e.,
~v ¼ v1; v2; � � � vrf g. In the binary image, level 1 stands for the object of interest and level 0 denotes the
background. Consequently, a r-dimensional resultant space Pr � Rr, created by the transformation
TF IM;~vð Þ, can be illustrated. In solution space, every coordinate is given by a parameter denoting spaces
which in turn correspond to binary images. With regards to image segmentation as an optimization
method, the optimal solution can be set up by exploiting a comparison function or reducing a distance
used as standard function � in Pr. In this method, the optimal result can be accomplished with sweeping
the solution space. However, calculation of the cost function among every pair of the successive binary
images varies. Every binary image IMB ~vð Þ ¼ TF IM; ~vð Þ is attained by altering at least one parameter of
the segmentation technique TF IM;~vð Þ. After using for the purpose of ease, it can be understood that the
number of parameters is identical to one, i.e., r ¼ 1. In this case, the method consists of an iterative

IASC, 2020, vol.26, no.6 1189



development that reduces the fault by evaluating two successive segmented images
IMB v ¼ mð Þ ¼ TF IM; v ¼ mð Þ and IMB v ¼ m� 1ð Þ ¼ TF IM; v ¼ m� 1ð Þ, i.e., while the parameter
gets the values m� 1 and m.

3.2.1 Definition of Segmentation Tuning as An Optimization Problem
To evaluate every a pair of successive image in the space of variables, it is essential to formalize the

belongings of the binary image. The additions, various operators, and definitions concern the tuning
method. A binary image IM of sized W� H, where W and H are the width and height of the image
correspondingly, can be signified as a binary vector α of size e ¼W� H:

Definition 1. Allow the binary group to be represented by Q2 ¼ f0, 1g, then the e-dimensional binary
space is provided by:

Qe
2 ¼ Q2 � Q2 � : : : � Q2 e� times (8)

Definition 2.An element α of Qe
2 is a e� upla produced by a ¼ a1;a1; . . . ae with a 2 Z2. This is:

Qe
2 ¼ af ¼ a1;a1; . . . aeð Þ; j; a 2 Q2 � Q2 � Q2 ^ ax 2 Q2g (9)

Definition 3. But a 2 Qe
2, the complement �a is described as the vector acquired by reversing every

factor of α:

�a ¼ �a1; �a2; : : : �aeð Þ Where �ax ¼ 0 if �ax ¼ 1 and �ax ¼ 1 if �ax ¼ 0 (10)

Definition 4. If a 2 Qe
2, the length of α is described as a function l of the binary e-dimensional space to

the positive integer Zþ :

l : Qe
2� ! Zþ function is described as:

l að Þ ¼
Xe

x¼1 ax (11)

Definition 5. If 2 Qe
2, the norm of α is described as a functionN of the binary e-dimensional space to the

positive real number Rþ

N : Qe
2 ! Rþ Function is defined as N að Þ ¼ kak ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPe
x¼1 a2

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiPe

x ax

p ¼ ffiffiffiffiffiffiffiffi
l að Þpq

The operations among the elements are identified in the space, Qe
2.

Figure 2: CED process
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Definition 6. Let a;b stand for two elements of the space Qe
2. The dot operation 	 is described as:

a	 b ¼ a;bh i ¼ a � b ¼ a1:b1 þ a2:b2 þ : : : ae:be ¼ kakkbk cosf (12)

Definition 7. Difference Operation 

Let a;b stand for two elements of the space, Qe

2. Various operations are described as a function 
:
Qe

2 � Qe
2� > �1; 0; 1f g (13)

It gets two binary images of a;b 2 Qe
2 which compare their elements ax;bx and allocates them a third

image a
b, using various elements in the following way. If a;b 2 Qe
2; an order rule, showing the

comparison among the elements α, β is described as:

R a;bð Þ ¼
Reject > Reject½ � : falsenegative
Reject < Reject½ � : falsepositive
Reject ¼ Reject½ � : truenegative
ortruepositive:

8>><
>>:

(14)

The following operation is essential to describe the order rules:

� If R a; bð Þ ¼ ax ¼ bx½ �, then 
 ¼ ax � bx ¼ 0. If ax ¼ bx ¼ 1, there is true positives. If
ax ¼ bx ¼ 0; there is true negatives.

� If R a; bð Þ ¼ ½ax .bx�, then 
 ¼ ay � bx ¼ 1, i.e., ax ¼ 1 and bx ¼ 0. So, there is a false negative.

� If R a; bð Þ ¼ ½ax < bx�, then 
 ¼ ax � bx ¼ 11 (2's complement), i.e., ax ¼ 0 and bx ¼ 1. Then,
there is a false positive.

Definition 8. Matches operation 4
Let a;b are defined elements of the space, Qe

2. The matches operations are described as a function:

4 : Qe
2 � Qe

2 ! Zþ (15)

It gets two binary images of a; b; and evaluates their elements ax; bx and allocates them a value and
expresses in the form of a4b. From the matches operation, it can be viewed that:

� a4b is the number of matches when ax ¼ bx ¼ 1

� a4b is the number of matches when ax ¼ bx ¼ 0

� a4b is the number of matches when ax ¼ bx ¼ 1

� a4b is the number of matches when ax ¼ bx ¼ 0:

If Qe
2 is a e-dimensional binary space (see Definition 1), TF is a transformation of the image IM in a

binary image IMB IMB � Qe
2

� �
, based on ~v, then the transformation TF creates a group of binary images

IMBn ¼ TF IM ;~vnð Þ based on the basis of every ~vn in all the space of Pr: Provided IMBn ¼ TF IM ; ~vnð Þ
and IMB n�1ð Þ ¼ TF IM ; ~v n� 1ð Þð Þ, a similarity function can be described as

� : Qe
2 � Qe

2� ! 0; 1½ � (16)

here, ð� IMBn; IMB n�1ð Þ
� �

evaluates IMBn with IMB n�1ð Þ in every space of P3 (see Definition 8). If IMBn is
congruent with IMB n�1ð Þ, and IM < Bn ffi IMB n�1ð Þ ¼ IM�Bn is the segmented optimum image, based on
the best parameter, the~v� ¼ v�1; v

�
2; v

�
3

� �
, i.e.,

~v� ¼ v�1; v
�
2; : : : v

�
r

� � arg best� IMBn ~vnð Þ½ � ; IMB n�1ð Þ ~v n�1ð Þ
� �� �� �	 


(17)
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(subject to IMBn; IMB n�1ð ÞQe
2 and ~vn;~v n�1ð Þ 2 Pr. The � function is an index related to every pair of

successive binary images IMBn; IMB n�1ð Þ
� �

of Qe
2 � Qe

2. From the argument i.e., best of �, the optimal
binary segmented image is found to be IM�Bn:

3.2.2 Parameter Tuning
The best values of r parameters of a segmentation technique can be established using the PST method. A

similarity indicator is utilized to evaluate binary successive images, i.e., IMBn; IMB n�1ð Þ. The corresponding
technique works in concentration by adjusting every parameter is in steps, obtaining the segmented images,
and evaluating them by pairs to discover the parameters which create the nearby similarity among them. The
best similarity function � IMBn ~vnð Þ½ � ; IMB n�1ð Þ ~v n�1ð Þ

� �� �� �
, in the space of parameters Pr � Rr, join at a

region of least locals. By this, it can be understood that while infrequent, it is probable to discover above
one solution, i.e., canny edge detector, to the segmentation problem. This result is very close and is
visually matching. To authorize the PST steps, Canny edge detector is applied. This method is generally
used during analytical steps and in recognition of diatoms and the exposure of other brain images. A
Canny edge detector is indicated as IMB ¼ TFC IM ; hymn; hymx;r½ �ð Þ. It utilizes three parameters:
~v ¼ hymn; hymx;r½ � where r is the standard deviation of a convolution mask provided by the initial
derivate of the Gaussian function. The hymn and hymx is the thresholds used in the hysteresis process. The
reason to perform this procedure is to decrease the formation of false contours and local highest values
created by noise.

4 Performance Validation

4.1 Dataset Used

To verify the effectiveness of the proposed method, a set of experiments was carried out using the
benchmark BRATS 2015 dataset which includes a collection of MRI brain images [18]. The applied
dataset includes a set of three distinct subsets of brain MRI images, such as Training, Leader board, and
Challenge. Here, training as well as challenge datasets were employed. The first one comprises of a set of
twenty (20) High-Grade Tumour (HGT) images and 10 Low-Grade Tumour (LGT) images with ground
truth images from different professionals. The MRI images in the training dataset were applied to train
the classifier. Besides, the second sub dataset holds a collection of 10 HGT images with their individual
ground truth images. A set of two classes of images exist, namely malignant and benign types.

4.2 Results and Discussion

To validate the proposed model, a set of measures, namely MSE, PSNR, detection accuracy, and
execution time was determined. Fig. 3 shows the outcome from the pre-processing step. The first and
third rows indicate original image, whereas the corresponding contrast-enhanced images are shown in the
second and fourth rows. The figure clearly states that the contrast level of the image got significantly
increased by the applied model. It will be highly helpful to carry out the segmentation process.

Next, Fig. 4 shows the resultant images from the segmentation process. The first and third rows indicate
the contrast-enhanced images, whereas the corresponding segmented images are provided in the second and
fourth rows. The figure clearly states that the images are properly segmented using the presented model.

To further ensure the results attained by the presented PST-CED model, a detailed comparative analysis
was conducted with GA and PSO algorithms. Tab. 1 and Fig. 5 shows the investigation of the results obtained
from the presented and compared models in terms of MSE. The table values exhibit that the PST-CED model
attained the least MSE compared to GA and PSO algorithms.
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Tab. 2 and Fig. 6 show the performance attained by the presented and compared models in terms of
PSNR. The table value pointed out that the PST-CED model achieved the highest PSNR over GA and
PSO algorithms.

Tab. 3 compares the outcome of diverse models interms of detection accuracy rate (DR). The table
values indicate that the PST-CED model attained the highest DR over GA and PSO algorithms. Tab. 3
and Fig. 7 compare the outcome of diverse models interms of CT. The table values indicate that the PST-
CED model attained the least CT over GA and PSO algorithms. These values indicate that the minimum
CT was achieved by the proposed model with all the applied test input images. Based on the tables and
graphs given above, it is evident that the presented PST-CED model offered maximum segmentation
outcome with minimum CT, maximum DR, minimum MSE, and maximum PSNR on all the test images
applied. Hence, it can be deemed as an appropriate tool for segmenting MRI BT images.

Figure 3: Visualization of pre-processed results. (a) and (c) Original image. (b) and (d) Contrast enhanced
image
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Figure 4: Visualization of segmentation results. (a) and (c) Contrast enhanced image. (b) and (d) Segmented
image
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Table 1: Results of the segmentation analysis in terms of MSE

Input images Proposed Genetic algorithm Particle swarm optimization

1 9.562 20.78 18.25

2 12.69 19.25 16.23

3 13.87 20.35 18.26

4 17.23 23.89 20.46

5 12.98 24.20 20.31

6 11.26 21.36 20.39

7 12.90 22.83 20.98

8 13.92 26.28 23.45

9 14.78 22.37 20.13

10 8.35 24.46 22.37

Figure 5: Comparison of various segmentation models in terms of MSE
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Table 2: Results of the segmentation analysis in terms of PSNR

Input images Proposed Genetic algorithm Particle swarm optimization

1 38.325 34.954 35.517

2 37.096 35.286 36.028

3 36.709 35.045 35.516

4 35.767 34.349 35.022

5 36.996 34.293 35.054

6 37.613 34.835 35.037

7 37.024 34.546 34.913

8 36.694 33.935 34.429

9 36.433 34.634 35.092

10 38.913 34.246 34.634

Figure 6: Comparison of various segmentation models in terms of PSNR
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5 Conclusion

This paper has presented an effective PST-CED model for the segmentation of MRI BT images. It
depends upon the comparison of successive segmentation outcomes and selects the one that offered the
highest similarity. The presented PST-CED method involves a series of pre-processing steps to improve
the visual quality of the input images. Then, the PST-CED method was applied on the enhanced images.
The PST-CED technique was tested with benchmark MRI images and a detailed comparative analysis
was conducted with state-of-the-art methods under various measures. The simulation results exhibited that
the presented PST-CED model offered maximum segmentation outcome with minimum CT, maximum

Table 3: CT analysis of various models

Input images Proposed Genetic algorithm Particle swarm optimization

1 0.10 0.32 0.23

2 0.13 0.24 0.18

3 0.16 0.26 0.22

4 0.14 0.31 0.28

5 0.17 0.34 0.31

6 0.13 0.36 0.33

7 0.16 0.32 0.27

8 0.18 0.38 0.32

9 0.15 0.25 0.19

10 0.14 0.27 0.22

Figure 7: Comparison of various segmentation models interms of CT
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DR, minimum MSE, and maximum PSNR on all the applied test images. As a part of the future scope, the
presented model can be employed in a real-time environment.
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