
Brent Oil Price Prediction Using Bi-LSTM Network

Anh H. Vo1, Trang Nguyen2 and Tuong Le1,3,*

1Faculty of Information Technology, Ton Duc Thang University, Ho Chi Minh City, Vietnam
2Faculty of Information Technology, Ho Chi Minh City Open University, Ho Chi Minh City, Vietnam

3Informetrics Research Group, Ton Duc Thang University, Ho Chi Minh City, Vietnam
�Corresponding Author: Tuong Le. Email: lecungtuong@tdtu.edu.vn

Received: 29 July 2020; Accepted: 26 September 2020

Abstract: Brent oil price fluctuates continuously causing instability in the econ-
omy. Therefore, it is essential to accurately predict the trend of oil prices, as it
helps to improve profits for investors and benefits the community at large. Oil
prices usually fluctuate over time as a time series and as such several
sequence-based models can be used to predict them. Hence, this study proposes
an efficient model named BOP-BL based on Bidirectional Long Short-Term
Memory (Bi-LSTM) for oil price prediction. The proposed framework consists
of two modules as follows: The first module has three Bi-LSTM layers which help
learning useful information features in both forward and backward directions. The
last fully connected layer is utilized in the second module to predict the oil price
using important features extracted from the previous module. Finally, empirical
experiments are conducted and performed on the Brent Oil Price (BOP) dataset
to evaluate the prediction performance in terms of several common error metrics
such as Mean Square Error (MSE), Mean Absolute Error (MAE), Root Mean
Square Error (RMSE), and Mean Absolute Percentage Error (MAPE) among
BOP-BL and three state-of-the-art models (for time series forecasting) including
Long Short-Term Memory (LSTM), the combination of Convolutional Neural Net-
work and LSTM (CNN-LSTM), and the combination of CNN and Bi-LSTM (CNN-
Bi-LSTM). The experimental results demonstrate that the BOP-BL model outper-
forms state-of-the-art methods for predicting Brent oil price on the BOP dataset.
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1 Introduction

Nowadays, many applications of artificial intelligence in various areas such as data mining systems
[1–3], business intelligence [4,5], sales predictions [6,7], medical and health care [8], smart agriculture
[9,10], and energy consumption prediction [11–13] have been developed. For the bankruptcy prediction
problem, Le et al. [4,5] developed several advanced techniques for dealing with the class imbalance
problem for effectively predicting the company bankruptcy in South Korea. Moreover, Bohanec et al. [6]
introduced a novel general explanation method inside their intelligent system for sales forecasting.
Meanwhile, Tsoumakas [7] summarized a number of machine learning techniques for food sales
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prediction accompanied by a detailed analysis. For medical and health care, Hemanth et al. [8] developed a
novel model based on the deep learning technique for abnormal brain image classification. The proposed
model is based on the modification in the fully connected layer of the Conventional Deep Convolution
Neural Network (DCNN), which reduces the computational complexity without compromising the
accuracy of the model. In computer vision, Vo et al. [9] developed an effective model for the herbal plant
classification problem. The proposed model combines the deep convolution features with an ensemble-
based classifier to improve the performance. Moreover, several machine learning models [10–13] for
energy consumption prediction were developed. These models play a significant role in drawing up a
national energy development policy in the fourth industrial revolution.

Recently, several techniques for time series prediction are utilized in a number of price prediction
problems such as stock price trend prediction [14,15], housing price prediction [16], and water price
prediction [17]. The problem of oil price prediction is one of the interesting and necessary issues in
artificial intelligence since it presents a big influence in various areas of society. Several studies [18–21]
using machine learning are conducted for dealing with the above problem on various datasets. In these
studies, several techniques such as Multi-Recurrent Network [18], LSTM [19], ARFIMA [20], and Deep
Belief Network [21] are used to predict oil prices and they obtained the positive results. Recently, the U.
S. Energy Information Administration released the Brent Oil Price (BOP) dataset that includes daily time-
series information of oil prices from 1987 to 2019. Several studies are conducted by utilizing LSTM and
the combination of CNN and LSTM for predicting oil prices on the BOP dataset. However, the
performance results of the above methods need to be improved because LSTM only considers a sequence
in forward direction. Therefore, this study proposes an effective model based on Bi-LSTM for Brent oil
price prediction on the BOP dataset. The key idea of the Bi-LSTM model [22] is that it considers a
sequence in both forward and backward directions. Hence, it will help the proposed model improve
performance in predicting Brent oil prices. The main contributions of this study are as follows. (1) We
utilize Bi-LSTM architecture in the first module, which consists of three Bi-LSTM layers, to learn the
useful information features in forward and backward directions. (2) The fully connected layer is used in
the second module to predict oil prices from the important features extracted from the previous Bi-LSTM
layers. (3) The efficient model (BOP-BL model) is developed by combining the first and second modules
for predicting the oil prices. (4) Finally, the experiments are conducted to compare the performance
results among the proposed model and three state-of-the-art models for time series prediction on the BOP
dataset. The experimental results indicate that our model outperforms other experimental methods in
terms of several common metrics.

The rest of this article is organized as follows. Section 2 summarizes the related works on time series
prediction, recurrent neural network, and the combination of CNN and sequence-based models. The
material and method are introduced in Section 3. In this section, this study presents the details of the
BOP dataset in Section 3.1. The proposed framework to predict the oil price is illustrated in Section 3.2.
Next, Section 4 provides the experimental results of the proposed model and other methods on the
experimental dataset. The conclusions as well as future directions are presented in Section 5.

2 Related Works

The problem of time series prediction is one of the important problems in machine learning with various
practical applications such as stock price trend prediction [14,15], housing price prediction [16], and water
price prediction [17]. Zhang et al. [14] introduced a system for the stock price trend prediction which is a
combination of random forest, imbalance learning, and feature selection. The experiments on the seven-
year Shenzhen Growth Enterprise dataset demonstrated that the proposed method outperforms several
existing methods in terms of accuracy and return per trade. Meanwhile, Lei et al. [15] proposed an
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effective model by improving the prediction capacity of the stock price trend. They first introduced a Rough
Set technique to reduce the feature dimensions of the stock price trend. Then, the Wavelet Neural Network
was applied to predict the stock trend efficiently. For the problem of housing price prediction, Montero et al.
[16] developed a mixed method for predicting house prices in Madrid city. The proposed model allows the
estimation of the smoothing parameters as well as the other parameters of the model. The experimental
results in this study confirm that the proposed model can obtain promising results for the house price
prediction problem. Moreover, Ziyao et al. [17] developed a model to deal with water price prediction in
the western United States based on the random forest regression technique.

The Recurrent Neural Network (RNN) known as one of the effective approaches refers to tackling the
sequential problem or temporal aspects of data as time series. Many previous studies have utilized the RNN
as well as several variants of RNN such as Long-Short-Term Memory (LSTM), and Bidirectional Long-
Short-Term Memory (Bi-LSTM) to obtain promising results in various applications. Recently, Le et al.
[23] proposed a novel framework for the flood forecasting problem, which is an important component in
the water resource management system. In this study, the daily discharge and rainfall data of Da river
located in the north of Vietnam were used to put into the LSTM model to forecast the flood. The
experimental results indicated that their model obtains impressive results, where it reached 99%, 95%,
and 87% in Nash-Sutcliffe efficiency (NSE) metric corresponding to one-day, two-day, and three-day
flowrate, respectively. In addition, a method based on the LSTM model was introduced by Cai et al. [24]
to identify the normal and abnormal behavior on the earthquake precursor data. Though the empirical
results, this study proved that the proposed LSTM-based model obtained promising results for detecting
anomalies on earthquake precursor data. Later, Xie et al. [25] proposed an attention-based LSTM model
to classify speech emotion problems. To improve the performance of speech emotion recognition, the
authors utilized the frame-level speech features combined with attention-based LSTM. Specifically, the
waveform was utilized to extract frame-level speech features and to replace traditional statistical features.
This process could capture the timing relations in the original speech through the sequence of frames of
speech. Their experiments were conducted on the CASIA, eNTERFACE, and GEMEP emotion corpora
datasets. The results proved that the attention-based LSTM outperforms the state-of-the-art methods for
speech emotion classification. Recently, Zhu et al. [26] utilized LSTM to adopt an anomaly detection
algorithm for KPI prediction. Meanwhile, Yan et al. [27] predicted the number of COVID-19 confirmed
cases using LSTM. Using the obtained results from this model, the government can control the pandemic
by applying the appropriate policies. Moreover, the RNN-based model is adopted in many natural
language processing applications such as the sentiment classification problem. For example, Huang et al.
[28] proposed a topic information-based Bi-LSTM model for sentiment classification. Specifically,
Bi-LSTM learns the topic information by capturing the sensitive representation of the polysemous word
under circumstance, and Latent Dirichlet Allocation (LDA) generates the topic information. The
advantage of the information-based Bi-LSTM model is to allow capturing the meaning of the polysemous
word and long sequence information automatically. Their proposed model was performed on two real-
world datasets including SemEval 2013 and IMDB. The experimental results demonstrated the
effectiveness of their proposed model for the task of benchmark sentiment classification.

Besides, several studies have adopted the combination of CNN and sequence-based models. The idea
behind these approaches is to improve the effectiveness of the model by utilizing CNN to extract and
reduce the feature dimensions and then the sequenced model to predict for specific values. This approach
improves not only the performance of the predictive models but also time consumption [11,12,29]. Le
et al. [11] proposed a different method utilizing Bi-LSTM instead of LSTM for electric energy
consumption prediction. The results showed that the modified model improved the performance of the
prediction model and time consumption. Later, Kim et al. [12] developed an effective method that relied
on the combination of Convolutional Neural Network (CNN) and LSTM for forecasting electric energy
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consumption. Also, Vo et al. [29] developed an effective method for Vietnamese sign language recognition
(VSLR) in the video sequence. First, the proposed model utilized a CNN-based model to extract the feature
information on each frame of the input video. Then, the LSTM-based model was utilized to learn on the
extracted features from the previous CNN step. Finally, a soft-max function was adapted to predict
the class of sign words. The experimental results in this study confirmed that this approach improved the
performance of the predictive model compared with the state-of-the-art methods for this problem. Hanson
et al. [30] proposed the Bidirectional Convolutional LSTM (BiConvLSTM) for the detection of violence
such as the Hockey Fights, Movies, and Violent Flows in the video sequence. They also introduced a
novel method named Spatio-Temporal Encoder (STE) which built on the BiConvLSTM architecture. The
experimental results in this study indicated that STE outperforms other methods for the problem of
violence detection. In addition, image captioning that combines computer vision and natural language
processing is widely being concerned by the research community recently. The existing studies showed
that the combination of a deep convolutional neural network and the sequence-based model improves the
performance for this problem. Wang et al. [31] proposed an end-to-end deep Bi-LSTM model to tackle
the image captioning problem. This model aims to convert input images into sentences. Their
experiments were conducted on four benchmark datasets including Flickr8K, Flickr30K, MSCOCO, and
Pascal1K. The proposed method obtained the highly competitive performance on caption generation and
image-sentence retrieval. Besides, Le et al. [32] introduced a novel model called sAtt-BLSTM convNet to
address the problem of sarcasm detection. The model was considered as the hybrid of soft attention-based
Bi-LSTM and CNN applying global vectors for word representation. Most of the existing studies based
on the combinations of CNN-based models and sequence-based models indicated that these methods
gained the improved performances on the kind of data which contains the diverse characteristics feature
of data. However, this study recognizes that the combination of the CNN-based and sequence-based
model is not able to improve performance in the case of the limited characteristics of data. The reason is
that the CNN-based models may lose the essential features due to the limited characteristics of data.

3 Material and Method

3.1 The Experimental Dataset

The BOP dataset provides the time series of the daily oil prices from 1987 to 2019. There is a total of
8,217 observations of daily oil prices collected by the U.S. Energy Information Administration. Each
observation in this dataset consists of the date and oil price. Two visualizations of the BOP dataset are
shown in Figs. 1 and 2. Fig. 1 describes the change in oil prices while Fig. 2 shows the trend of oil
prices in the period from 1987 to 2019.

Figure 1: The changes of oil prices from 1987 to 2019
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According to Fig. 1, the trend of oil prices seems to change from 2004 to 2019 intricately. From the end
of 2004 to the beginning of 2008, the oil price rapidly increases. However, it suddenly decreases from the end
of 2008 to 2009 due to the economic crisis. Later, the oil price continually increases from 2009 and maintains
until the end of 2015. Therefore, this figure shows the trend of abnormal change in oil prices.

Fig. 2 clearly shows the irregular trend of the oil prices when it is observed according to trend, seasonal
and residual components from the beginning of 2004 to 2009. In the preprocessing step, we clean BOP
dataset by removing the missing values. Then, this study normalizes the data. Finally, BOP dataset is
separated into training and testing sets with 7:3 ratio to learn and evaluate the experimental models.

3.2 BOP-BL: The Proposed Framework for Oil Price Prediction

According to the characteristics of the oil price dataset analyzed in the previous section, we propose an
efficient framework named BOP-BL for predicting the Brent oil prices. The proposed framework utilizes Bi-
LSTM in the first module for capturing the information in forward and backward directions of oil price time
series. The overview of the training phase is summarized as follows. First, the input vectors from the BOP
dataset are passed into the first Bi-LSTM layer in the first module to learn the essential features related to the
changes in oil price trends. In other words, the first layer captures the essential information in forwarding and
backward directions of oil price time series. After that, the outputs of the first layer are continuously put into
two remaining Bi-LSTM layers in the first module to refine the useful information for the next step. Finally,
the second module that has a fully connected layer is utilized to reduce the feature dimensions based on the
obtained features from the previous module to predict oil prices. In the testing phase, the proposed
framework puts the feature vectors of the test set into the trained model to predict oil prices. The
overview of the proposed framework is illustrated in Fig. 3.

To understand our proposed framework, the feature vector from the BOP dataset x ¼ x1; x2; . . . ; xNf g is
considered as a sequence. Then, it is put into the Bi-LSTM module to capture the essential information of
feature vectors. To easy understand Bi-LSTM, we firstly brief the LSTM network. This network is known
as a special kind of RNN in the context of the sequence problem. LSTM is proposed to address not only
the long-term dependency problem but also the vanishing gradient problem in the traditional RNN model.
This network is based on several gates inside each LSTM cell. Each LSTM cell is formulated as follows.

it ¼ r Wxtxt þWhtht�1 þWctct�1 þ btð Þ; (1)

ft ¼ r Wxf xt þWhf ht�1 þWcf ct�1 þ bf
� �

; (2)

Figure 2: Graph of the trend of oil prices from 1987 to 2019
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ct ¼ ftct�1 þ it � tanh Wxcxt þWhcht�1 þ bcð Þ; (3)

ot ¼ r Wxoxt þWhoht�1 þWcoct þ boð Þ; (4)

ht ¼ ot � tanh ctð Þ; (5)

where ht is the hidden vector of tth step, and it, ft, ct, and ot are the input gate, forget gate, memory cell, and
output gate, respectively. A sigmoid function is denoted by r, in which the output value of this function is
from 0 to 1. In Eqs. (3) and (5), the notation � is known as the Hadamard product. LSTM only preserves the
forward direction. This strategy loses useful information from the backward direction. Thus, it impacts the
effectiveness of the forecast model in some time series datasets that have irregular trend. On the other hand,
the predictive models need more information not only in a forward direction but also in a backward direction
due to the relation of features in both directions. Therefore, Bi-LSTM is developed and considered as an
extension of the LSTM network. Bi-LSTM can preserve information of input vectors both directions. The
outputs of Bi-LSTM are obtained by the integrated forward-and-backward process of the LSTM network
which formulated by Eq. (6).

yt ¼ hFt ; h
B
t

� �
; (6)

Figure 3: The overview of BOP-BL framework
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where yt is the output of Bi-LSTM network; hFt and hBt are the outputs of LSTM network in forward and
backward directions respectively at tth step.

Finally, the outputs of the first module are passed into one fully connected layer (the second module) to
generate the oil price in our framework (see Fig. 3). Tab. 1 shows the structure and configuration details of the
proposed framework.

4 Experiments

This section compares the performance results among the proposed method and the state-of-the-art
methods for time series prediction including LSTM, CNN-LSTM, CNN-Bi-LSTM approaches to verify
the effectiveness of BOP-BL model for the oil price prediction problem. Notice that the experimental
methods are performed in the same environment. In the first method namely LSTM, this study utilizes
three LSTM layers in the first module following with one fully connected layer in the second module. In
addition, the CNN-LSTM model consists of two CNN layers, two LSTM layers, and one fully connected
layer. Meanwhile, the CNN-Bi-LSTM model utilizes Bi-LSTM instead of LSTM in the same architecture
of the CNN-LSTM model. The Keras library is utilized as a background framework for all experimental
methods. The experimental computer is with CPU core i7 (2.7 GHz), 16 GB RAM, and GPU 940MX.
Moreover, all experimental models are trained in 50 epochs, and a batch size of 15. The Adam optimizer
algorithm is applied in the experimental methods for optimizing with an initializing learning rate of 0.001.

In addition, this study utilizes four performance metrics in time series prediction problems such as MSE,
RMSE, MAE, and MAPE. Each metric shows a different meaning in time series prediction. MSE metric
measures the average of the squares of errors while RMSE metric considers how spread out these
residuals are by the standard deviation of prediction errors. Moreover, MAE metric measures the average
magnitude of the prediction errors. Finally, MAPE represents the accuracy of the model prediction. The
following equations show how to calculate the above-mentioned error metrics.

MAE ¼
Pn

i¼1 yi � xij j
n

; (7)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

Xn

i¼1
y� ŷð Þ

r
; (8)

MAPE ¼ 100%

n

Xn

1

y� ŷ

y
; (9)

Table 1: The structure and configuration details of BOP-BL model

#No Layer Type Neurons #Parameters

1 Bi-LSTM (None, 90, 120) 29,760

2 Dropout (None, 90, 120) 0

3 Bi-LSTM (None, 90, 120) 86,880

4 Dropout (None, 90, 120) 0

5 Bi-LSTM (None, 90, 120) 86,880

6 Dropout (None, 90, 120) 0

7 Fully connected layer (None, 1) 121
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MSE ¼ 1

n

Xn

1
y� ŷð Þ2; (10)

where y and ŷ in the above equations denote the actual value and the predicted value from the prediction
model, respectively.

Firstly, this study conducts the experiment on the stability and convergence of BOP-BL model. Fig. 4
illustrates loss values in training phase (the red line) and the loss values in testing phase (the blue line) over
fifty epochs. These results indicate that the proposed method achieves the stable loss value in both the
training and testing over ten epochs. Thus, it has demonstrated that our proposed method quickly reaches
stability and generalization in ten epochs. In other words, our model is time efficient.

The experimental results illustrated in Fig. 5 indicate that the complex models based on CNN such as
CNN-LSTM and CNN-Bi-LSTM do not obtain good performance results for BOP dataset. The subgraphs in
Figs. 5b and 5c show the predictive results obtained from both CNN-LSTM and CNN-Bi-LSTM models by
the red line. These subgraphs indicate that the predicted oil prices of two above models are hard to fit with the
actual price represented by the blue line. On the contrary, Figs. 5a and 5d indicate that the predicted oil prices
of LSTM model and the proposed method match the actual price. Therefore, LSTM model and the proposed
method achieve better results compared with CNN-LSTM and CNN-Bi-LSTM models. In addition, it could
be easy to observe that the predicted oil prices of our proposed approach are better than those of the LSTM,
CNN-LSTM and CNN-Bi-LSTM models.

Next, the experimental results for the BOP dataset are presented in Tab. 2 which indicates that our
method outperforms other experimental methods in terms of four above-mentioned metrics including
MSE, RMSE, MAE, and MAPE. First, CNN-LSTM method obtains 14.05 and 5.42 while CNN-Bi-
LSTM model achieves 12, and 4.84 in MSE and MAPE, respectively. Meanwhile, LSTM and BOP-BL
models achieve better error metrics with only 4.54 and 2.4 for MSE and 2.95 and 2.15 for MAPE,
respectively. Therefore, CNN-based approaches are inefficient compared with the sequence-based
approaches including LSTM and Bi-LSTM. Moreover, the proposed model achieves the lowest errors
compared with the other experimental methods in terms of MSE and MAPE metrics. For RMSE metric,
BOP-BL method also outperforms other experimental methods. Specifically, our proposed method
achieves the lowest RMSE error with only 1.55, that improves 0.58, 2.2, and 1.91 compared with LSTM,
CNN-LSTM, and CNN-Bi-LSTM, respectively. In addition, BOP-BL model also obtains the best value at
1.2 in MAE metric while LSTM, CNN-LSTM, and CNN-Bi-LSTM achieves 1.69, 2.97, and 2.68 in
MAE metric, respectively. The details are shown in Tab. 2.

Based on the empirical analysis from Fig. 5 and Tab. 2, the CNN-based approaches seem ineffective for
the BOP dataset. The cause of this problem can be explained as follows. In these approaches, the first CNN

Figure 4: The loss values of BOP-BL model in training and testing phases
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module is utilized to extract the features as well as reduce the feature dimensions. However, it also can lose
the essential features that reduce the predictive performance of these models. In addition, LSTM only
preserves the forward directions that also loses the essential features. Therefore, the proposed model is
recommended in the problem of oil trend prediction for BOP dataset.

5 Conclusions

In this study, we developed an efficient framework based on the Bi-LSTM network for predicting Brent
oil prices for the BOP dataset. The proposed framework named BOP-BL consists of two modules as follows.
The Bi-LSTM network is utilized in the first module to preserve the essential information of input features in
both forward and backward directions, while a fully connected layer is used in the second module to predict
the oil prices. The experiments are conducted on the BOP dataset to indicate that the proposed framework is
superior to the state-of-the-art methods for time series prediction including LSTM, CNN-LSTM, and CNN-
Bi-LSTM in terms of several popular metrics including MSE, RMSE, MAE, and MAPE. In addition, the
empirical analysis of this study also confirms that the sequence-based models such as Bi-LSTM and

Figure 5: Results of the proposed method and the other methods with ground truth values on the testing set:
(a) LSTM, (b) CNN-LSTM, (c) CNN-Bi-LSTM, and (d) BOP-BL

Table 2: Performance results of experimental methods for the BOP dataset

Method MSE RMSE MAE MAPE

CNN-LSTM 14.05 3.75 2.97 5.42

CNN-Bi-LSTM 12 3.46 2.69 4.84

LSTM 4.54 2.13 1.69 2.95

BOP-BL 2.4 1.55 1.2 2.15

IASC, 2020, vol.26, no.6 1315



LSTM are more effective than the complex models such as CNN-LSTM, and CNN-Bi-LSTM on the POP
dataset. Therefore, BOP-BL and the models based on Bi-LSTM are recommended to predict the oil price.

In the future, we intend to utilize Bayesian optimization to improve the performance of the proposed
model for predicting the oil price following time series. Besides, we will continuously compare the
efficiency of the proposed model by extension of the oil price dataset or by trying it on another dataset.
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