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Abstract: This paper presents the design and implementation of a robotic vision
system operated using an interactive Graphical User Interface (GUI) application.
As robotics continue to become a more integral part of the industrial complex,
there is a need for automated systems that require minimal to no user training
to operate. With this motivation in mind, the system is designed so that a beginner
user can operate the device with very little instruction. The application allows
users to determine their desired object, which will be picked up and placed by
a robotic arm into the target location. The application allows users to filter objects
based on color, shape, and size. The filtering along the three parameters is done by
employing a Hue-Saturation-Value (HSV) mode color detection algorithm, shape
detection algorithm, size determining algorithm. Once the target object is identi-
fied, a centroid detection algorithm is employed to find the object’s center coor-
dinates. An inverse kinematic algorithm is used to ascertain the robotic arm’s joint
positions for picking the object. The arm then goes through a set of preset posi-
tions to pick up the object, place the object, and then return the arm to the initial
position. The joint coordinates are forwarded to a microcontroller that sets the
arm’s joint angle at each position.

Keywords: Application design; computer vision; Human Computer Interaction
(HCI); inverse kinematics; microcontroller; robotics

1 Introduction

Automation has been introduced in nearly every aspect of human life. From industrial robots to garage
door openers, automation is used to reduce labor, increase efficiency, and lower cost. The term automation
came into use initially in the 1940s when the Ford motor company introduced an automation department.
Automation has continued to gain a larger foothold globally as advances in sensors and processing
continuously present more opportunities to automate.

The most special form of automation employed today is robotic systems. Robots were first introduced
onto the factory floor in the 1960s and early 1970s before rising to prominence in the 1980s as robotic
systems proliferated the manufacturing world, most prominently in the automotive industry. The most
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widely used form of robotics in the industrial sphere in the serial manipulator or the form is colloquially
known as the robotic arm. The serial manipulator consists of a series of links connected by motorized
joints that connect a base to an end effector. Robotic arms are used for numerous industrial operations,
which are picked and place activities as in Hao et al. [1,2], spot and arc welding as in Weman [3,4],
painting [5,6], and many other uses such as in Beasley [7—12]. Robotic arms are not homogenous and are
implemented in different sizes and forms [13—18] to accomplish tasks. The systems above are controlled
via a combination of sensors and hardcoded instruction sets.

A robotic system may use numerous sensors including temperature, infrared, color, mass, numerous
sensors, including temperature, infrared, color, mass, etc. However, a trend has developed to replace all of
these sensors with a singular camera and computer vision to accomplish the task alone. Computer vision
allows a computer to see and interpret the world and identify objects [19,20] using techniques like
contouring or machine learning. Computer vision-based control system may be used to operate a robotic
arm system to carry out complex tasks such as sorting, filtering, and pick and place without human
intervention. Several systems, such as the one described above, have been implemented in the systems
described in Abbood et al. [21-26].

Abbood et al. [21], the authors have employed a computer vision algorithm that can classify objects based
on color and shape and then perform pick and place operation using preset positions that are hardcoded. The
authors of Divya et al. [22] have designed a system that performs color sorting, and the robotic arm is
manipulated in the same manner using hardcoded positions. [24,26] both perform color sorting using a
color sensor and pick and place operation using presets, but Panie et al. [26] adds a simple control interface
for remote operation. In Thike et al. [27], the authors employ a system that uses both a camera and a color
sensor in order to achieve the goal of sorting. A camera is used in order to ascertain the color of the target
object. The object is then picked up and placed in buckets which have color sensors placed underneath
them so that the color of the object matches that of the bucket. In Magadum et al. [28], the authors develop
a system where a robotic arm and conveyor belt system is designed. A robotic arm is used in order to place
objects onto the conveyor belt, then a color sensor is used in order to ascertain the color of the object and
then the object is sorted into the desired drop point. In Dewi et al. [29], the authors have designed a system
in which a machine vision-based system is employed in order to determine the color and size of fruits to be
picked and placed by the robotic arm. This system gives a specific possible industrial implementation for
the system we are putting forward in this paper.

The above systems all use the advantages provided by automation, which include increased efficiency,
time saving, etc. However, these systems also fall prey to one of the primary disadvantages of robotic
systems, which is lack of flexibility. The systems can filter according to one or two parameters; however,
the parameters are fixed unless someone goes into the codebase and changes the selection parameters.
Furthermore, all of the systems use preset joint angles to set the position of the robotic arm. This further
reduces the flexibility of the system where the position of the object to be picked up and placed must be
exact, or the system fails.

This paper presents a computer vision-based robotic arm system designed for flexibility of operation
with these shortcomings in mind. A four-degree freedom robotic arm system has been implemented that
can be controlled via a user-friendly interface. Objects can be placed anywhere underneath the camera,
and then objects can be sorted according to shape, color, and size. Furthermore, an inverse kinematic
algorithm is implemented to remove the need for hard hard-coded positions, increasing the system’s
positional flexibility. The remaining sections of this paper highlight the methods and materials used to
design and construct the system; the results achieved; finally concludes in Section 4.
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2 Method and Methodology

This section discusses the methods and materials that are used in order to accomplish the goal. The aim of
this system is to implement a robotic arm system in which a novice operator can easily set operation parameters
for the system. The first subsection puts forward a basic block diagram of the system; afterwards, we will
highlight the design of the object sorting algorithms; the design of the graphical user interface; hardware
implementation of the system including the cost breakdown; finally, the mathematical modeling for the
inverse kinematic analysis of the system and the centroid localization will also be elaborated.

2.1 Outline of Full System

A block diagram outlining the full system is shown in Fig. 1. The system consists of the video capture, which
shows the objects placed on the workspace of the robotic arm. Then, in the user interface, the operator can set the
parameters. After this, three sorting algorithms are applied chronologically for color, shape, and size. The operator
can see the target object highlighted in the interface and then choose to engage the robotic arm.

Video Conyert > 'Inverss.: RobotArm
Capture Coordinates Kinematics
y 1
Interface Centro.|d
Extraction
Col_or =P Sha?e =P] Size Sorting =] Video Feed
Sorting Sorting

Figure 1: Full system block diagram showing the process by which the system accomplishes pick and place
activity

2.2 Object Detection

To create a computer vision sorting system for our robotic system, we used OpenCV. To identify objects,
the technique to be used is contouring. Contouring is a computer vision technique that simply joins all
continuous points of the same color and intensity. By applying this technique, we can identify objects
based on color, shape, and size without using multiple techniques for each parameter. Instead, we can
carry out the selection by simply classifying the contour. The process of identifying objects based on our
three parameters are elaborated in further detail in this subsection. The block diagram shown in Fig. 2
demonstrates the flow of the color sorting algorithm used for our design.

The images captured by the camera are in the Red, Green, and Blue (RGB) color space and must be
converted to the HSV color space to sort by color because the HSV space allows for more precise color
selection. Once converted to HSV, the image is binarized such that the desired color is assigned a value
of one, and the remainder of the image is assigned a value of 0, and then a contour can be drawn about
the desired object. After color selection, the object is sorted according to shape. The flowchart given in
Fig. 3 summarizes the process of shape sorting.

To sort according to shape, we categorize the contour created during color sorting. Three easily
distinguishable shapes are selected as our valid possibilities. These shapes are square, triangle, and
rectangle as these shapes are easily recognized, but any shape may have been chosen. A polygon is
approximated to the contour. The approximated polygon features are compared to our specified features
to ascertain whether an object is of the desired shape. To accomplish size sorting, we created an
algorithm in accordance with Fig. 4. To ascertain the size of objects, the operator chooses one of the four
sizes they are selecting for. The area constrained within the contour is compared to the selected size to
ascertain if an object complies with the user selection.



536 IASC, 2021, vol.27, no.2

Start
I Color Selection I( | DI Image Frame I
L
| ConvertRGBtoHsV |
Set HSV range A 4
accordingto [ Threshold for HSV
sliders [~ range
SetHSVrange J= Binarize Image

/

Set HSV range =
Draw Contours Outputimage

3

fr— End

Set HSV
range

Figure 2: The flowchart demonstrates the algorithm used in order to sort objects according to color using
HSV color space
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Figure 3: Flowchart demonstrating algorithm used in order to sort objects according to shape by
approximating polygon to objects placed in the workspace
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The algorithms outlined in this subsection act as the backend of this system and are abstracted away by
the forward-facing interface with which the system user interacts. The interface design allows users to take
full advantage of the complex sorting accomplished by the combination of the three sorting algorithms
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without them requiring any knowledge of the system’s inner workings. The interface is the part of the system
that greatly improves interfacing between the human operator and the machine.
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Figure 4: Flowchart demonstrating size sorting algorithm where area taken up by approximated polygon is
used in order to identify targeted objects

2.3 Design of Interface

The main advantage of our design compared to previous attempts is user-friendly operation and flexibility.
To create a simple, usable interface, we used the Tkinter library, which is the default graphical user interface
design library for the Python language. The interface implemented must give the operator visual feedback of the
system operation, a high degree of control over the operation of the system, and abstracting away the system’s
complexity. All of these goals can be accomplished by using the Tkinter library.

The interface design outlined in this section is implemented as an output for the system and is elaborated
upon in Section 3. In the next subsection, we outline the system’s hardware design, which includes the
robotic arm and the electronics used for the system as well as the camera and mount used to capture the
images of the workspace used to detect, identify and sort objects.

2.4 Hardware Design

The hardware system implementation is given in the block diagram of Fig. 5. The physical system
consists of the webcam, computer, and robotic arm. All three devices are connected to one another over
USB. The microcontroller is connected to the servo motors using jumper wires, and the motors are
powered using a Svolt supply. The system’s components are shown and described in Tab. 1, and the
circuit design of the system is shown in Fig. 6. The physical system constructed for the system consists
of the circuit diagram, as shown in Fig. 6. The circuit consists of an Arduino Uno microcontroller and
four servo motors. The controller and the servos are powered using a 5 V power supply. The
microcontroller is connected using a Universal Serial Bus (USB) to the computer that sends commands to
the device to actuate the motors accordingly. The process through which the arm actuates is described in
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further detail later on. The circuit was modeled in Proteus. Tab. 1 shows the descriptions of the components.
As shown in Fig. 6, the circuit is used to implement the serial manipulator, as shown in Fig. 7. The system
includes three servos that move and position the gripper, which is actuated by a fourth servo motor. The
circuit components are connected via acrylic parts using nuts and bolts. The robotic arm has four degrees
of freedom: the rotation about x-axis, y-axis, and z-axis plus opening and closing of the gripper/ The
measurements for the mechanical parts of the manipulator are shown in Fig. 8.
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Figure 5: Physical system block diagram showing all connections between the physical components

Table 1: Description of components

Components

Description

Arduino Uno

Servo motor
MG90s

Acrylic Robotic
Arm

5V power source
Webcam

Frame

Jumper Wires

An open source microcontroller based on the ATmega238p microchip. In our paper it is
used to interface between the robot arm and the graphical application

Small, lightweight micro servo motor with meta gears. In this paper it is used to actuate
the robot arm

A small robotic arm with four degrees of freedom. The arm consists of four joints and
three of them are articulated by micro servos. The arm has a gripper that is actuated by
another micro servo

A 5V power source is used in order to power the microcontroller and the micro servos.
A video camera that streams video in real time to a computer.

A frame must be designed in order to hold the webcam and point it directly onto the
workspace of the robotic arm.

Bendable wire with connectors at each end allowing the wires to be connected to other
jumper wires or a pin header without the need for soldering,
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Figure 6: Circuit diagram for the prototype. The system displays the Arduino microcontroller, which
controls the servo motors that actuate the joints of the robotic arm

Figure 7: Prototype of robotic arm system

To successfully position the robotic arm, the message sent from the application must be parsed to extract
joint coordinates for each of the servo motors that control the arm. Then, the servo motors rotate according to
the flowchart shown in Fig. 9.
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Figure 8: Simplified diagram of the robotic arm, which shoes the length of the robotic arm links and the
position of the joints which actuate the robotic system
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Figure 9: Circuit Diagram for the prototype. The system displays the Arduino microcontroller, which
controls the servo motors that actuate the joints of the robotic arm

As shown in Fig. &, the target position for the respective servo is received from the application. If this
value is less than the current servo position, the position is incremented until both values are equal. The same
process is followed when the new position is greater than the current position, and the angular position is
instead incremented. After the robotic arm grabs the object, the robot arm moves to the preset mid
position and then the drop position before returning to the mid position, which is treated as the rest point
for the system.

The system is designed and manufactured for a low and affordable price, as is demonstrated in Tab. 2.
The system’s overall cost comes down to Taka (Tk.) 6250, which is less than 80 dollars making the
implementation of the system inexpensive primarily because the innovation in the design of the system is
at the software level and not hardware. Tab. 2 lists the breakdown of the cost of the components required
to develop the system. The system was built affordably coming out to Tk. 6250, which when converted,
comes out to less than 80 USD(United States Dollar).
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Table 2: Cost of the components

Component Model Quantity  Price/Unit (BDTK) Price (BDTK)
Micro servo MG90s 4 250 1000
Wood Frame Custom 1 300 300
Robotic Acrylic Arm  Generic 1500
Microcontroller Arduino Uno R3 1 420 400
Jumper Wires Generic 20 2.5 50
Webcam A4 Tech Pk-910H 1 3000 3000
1080p Full-HD Webcam
Total Cost: 6250

The system employs kinematic algorithms in order to automatically position the robotic arm for pick and
place activity. The mathematical modeling required to do so is given in the next subsection.

2.5 Kinematic Analysis

In order for the system to function, the position of selected objects placed in the workspace of the robotic
arm, the position of the system must be translated to angular positions for the robotic arm. Firstly, the center
of the targeted object is ascertained using the following formulation.

Let n be the number of points in the contour. The centroid (C, Cy) of the i point (x;, y;) is calculated
as follows:

Cx:%iznl:xi (1)

1 n
G = " Zyi 2)
i=1

The coordinates are currently given in pixel coordinates, and these are converted to Cartesian
coordinates using the unitary method. Then, inverse kinematic modeling of the system is done to find
joint coordinates for the robotic arm, which positions the end effector’s tip at the centroid position of the
target object. The kinematic diagram of the system is given in Fig. 10.

Figure 10: Top view (above) and side view (bottom) of kinematic diagram
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The derivation of the equation is given below:

Y
0, = tan~! ()—() 3)
a; = VX2 412 4)
alza/l—a4—a5 (®)]
a=L -7 (6)

ay = /a + a3 (7
o = sin”! (ﬂ) (8)
as

Apply cosine rule in order to find 6;:
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=S — 0 (13)

Sy = a3 +90 (14)

The joint coordinates of the robotic arm are given by S;, S,, S; for the base, elbow, and arm servo. The
joint coordinates are concatenated and forwarded to the microcontroller controlling the robotic arm to
produce the desired motion and perform pick up and place activity.

The next section highlights the output and results obtained via the implementation of the system. This
includes the physical system built and the graphical user interface. We also performed testing on the system
to find how successful the system is at the job it has been designed to accomplish. This includes testing the
system accuracy based on the three sorting algorithms as well as the accuracy of the kinematic modeling
and centroid identification. At the end of the next section, we compared the results and design with
previous works.

3 Results and Analysis

This section discusses the system designed for this project; it shows the results acquired by testing the
system; analyze the results to contextualize them. The completed system consists of the robotic arm, the user
interface, and the frame, consisting of the camera mount and the workspace for the robotic arm. The full
system diagram is shown in Fig. 11.

The graphical user interface implemented for the system is shown in Fig. 12. Going from top to bottom,
the user interface consists of the start button, which begins robotic arm action when pressed. Then, there is a
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label which displays whether a device is connected to the computer. Below that, there is the video feed which
displays the objects that the robotic arm targets. At the bottom of the interface, we see the parameter selection
tab, which includes three dropdown menus for color, shape, and size. There are the color sliders that are used
to manually set HSV value for the object to be sorted to the right of that. Finally, we see the information tab
that displays the current activity of the robotic arm. To increase ease of use of the system, the graphical
interface displays a green contour on the selected object in accordance with selection parameters.
Simultaneously, a white dot is also displayed on the center of the targeted object.

Figure 11: Diagram showing full system consisting of the graphical user interface showing the workspace;
wooden frame with a camera mounted; robotic arm with a microcontroller
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Figure 12: Graphical User Interface when a color has been set to “set”, shape set to any, and size also set to
any. Target HSV range is zero, so no objects are highlighted



544 TASC, 2021, vol.27, no.2

In order to gauge the success of the system, numerous parts of the project must be tested. The section of
the system that must be tested includes the accuracy and ability of the system to locate objects based on the
three sorting parameters: color, shape, size, the accuracy of the inverse kinematic algorithm. The torque,
speed, power consumption of the system are not key parameters for the system as we are primarily
concerned with sorting and usability. The sorting parameter tests for the system are designed the same
way for each parameter. Three objects that fall into three separate categories for a singular parameter are
placed onto the workspace for the robotic arm. A category is selected, and if the contour and centroid are
displayed on the correct object, that test is considered a success. This process is repeated for each
category in each parameter 25 times. Tabs. 3, 4, and 5 displays the results of our experimentation. Fig. 13
shows sample output when color sorting is done, and a blue object is selected. Fig. 14 shows the sample
output of shape sorting in which we are selecting for the square object. Fig. 15 shows the sample output
of size sorting where we are selecting for a medium-sized square object. The coordinates for the objects
were determined by drawing an axis onto the workspace for the robotic arm as captured by the camera.
the x domain ranged from —14 to +14, and the y axis ranged from 0 to 14.

Table 3: Color selection accuracy

Color Attempts  Success Failure  Success (%)
Orange 25 24 1 96

Green 25 23 2 92

Blue 25 23 2 92

Overall 75 70 5 93.33

Table 4: Shape selection accuracy

Shape Attempts Success Failure Success (%)
Square 25 24 1 96
Rectangle 25 23 2 92

Triangle 25 24 1 96

Overall 75 71 4 94.6

Table 5: Size selection accuracy

Size Attempts Success Failure Success (%)
Large (6.25 cm?) 25 25 0 100
Medium (4 cm?) 25 25 0 100

Small (1 cm?) 25 24 1 96

Overall 75 74 1 98.6

For color sorting, we have a total of 75 attempts, of which 70 are successful, and 5 are considered
failures. This gives us an average rate of success of 93.33%. Orange was shown to be the most successful
of the three having only a singular failure, while the other two colors have given us two failures each.
There were found to be no factors that determine the success of one color compared to another.



TASC, 2021, vol.27, no.2 545

Therefore, we found the reasoning behind the failures, which was found to be a change in environmental
illumination. The failed attempts occurred when there were shadows projected onto the workspace of the
robotic arm or lighting conditions changed due to flickering of the environmental light source. Fig. 13
shows a sample output of color sorting, which shows all four blue objects highlighted via the green
contour outline and the position of the centroid on each object. As can be seen from Fig. 13, the contour
outline traces well around the objects. The edges do not perfectly align because of uneven lighting due to
the positioning of the light source as well as fraying at the edges of the target object. The imperfect trace
can also be attributed to the approximation multiple used. The success rate for shape sorting came out to
be 94.6%. We found 1 failure for both square and triangular objects, while we got 2 failures for
rectangular objects. The causes of failure are, in general, the same as for color sorting. Other causes of
failure may be the lack of discernibility between the shapes. The algorithm on one of the failures for the
rectangle mistook it for a square, and on the failure for the triangle, it was mistaken also mistaken for a
square. Size sorting had the highest degree of success, only giving us a singular failed attempt, and this
failure can also be attributed to uneven lighting conditions.

Figure 14: Sample output when color sorting is done and blue object is selected. Shape is set square and size
is set to large, So, large blue square is targeted

Tab. 6 shows the results of the arm positioning test. The inverse kinematics of the system was tested to
ensure that the robotic arm is placed accurately enough to pick up target objects. The test was designed in the
following manner: twenty evenly spaced points were selected on the workspace. The coordinates of each of
those points given as input to the inverse kinematic algorithm. An error was calculated by measuring
displacement between the terminal of the end effector and the target centroid location. The test was
repeated three times for each point and then averaged to get a mean error for each position. Then, after
the test was carried out for all points, we derived mean error for the system.
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Figure 15: Sample output of size sorting where we are selecting for a large sized square object. Color has
been set to blue and shape is set to square. So, selected object is a large blue square

Table 6: Results of arm positioning test

Xinput (€M) Yippue (cm)  Test-1 (cm) Test2 (cm) Test-3 (cm) Test-avg.

0

10
10
10
10

Average

4
6
8
12

12

1.5
0.7
3.1
2.8
0.3
2.1
23
32
2.5
1.9
0.2
0.7
1.7
0.7
2

0.7
0.5
1.7
1.5
1.7

1.5
1.2
1.1
1.3
0.6
2.1
1.1
1.8
1.4
3.1
1.3
3.1
0.3
0.4
1.4
0.9
1.6
2.1
2.6
1.5

1.2
1.5
3.1
0.9
1.6
0.5
0.8
1.9
0.8
1.5
2.2
1.9
1.8
23
1.5
2.7
3.7
34
1.8
0.4

1.4

1.13
243
1.67
0.83
1.57
1.4

23

1.57
2.17
1.23
1.9

1.27
1.13
1.63
1.43
1.93
24

1.97
1.2

1.63

The arm position test produced an average error of 1.63 cm, meaning that on average, the tip servo
gripper to the position marked on the workspace was 1.63 cm. The maximum error produced was 3.4 cm.
The error in the system can be attributed to multiple causes. Firstly, an error can be caused due to the
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accuracy of the servo motors used for the system because the accuracy of commercially available servo
motors can vary by up to 5 degrees. Efforts were made to reduce the impact of such inaccuracy by
calibrating the servos beforehand. Another cause of inaccuracy is the mechanical design of the robotic
arm. The robotic arm links often rubbed up against each other, creating friction that reduced the accuracy
of the system. The accuracy of the arm remained relatively constant throughout the assigned workspace
for the system. The highest error for the system occurred at (0,8) and (10,6). However, this inaccuracy
can be attributed to the previously stated sources of error. Otherwise, the accuracy of the arm remains
consistent throughout the workspace, and there is no relationship that can be derived between arm
accuracy and object positioning.

Overall, through the testing of the features elaborated in this section of the paper, the system can be
assessed as a success. Tab. 7 shows the hardware comparison between our system and other systems that
attempt to accomplish the same task. Tab. 8 shows the software comparison between our system and
other systems of the same category.

Table 7: Hardware comparison with other articles

No. Name Sensor  Conveyor belt No. of joints The connection between
arm and computer
1 This Paper Camera No 4 USB
2 Ref[21] Camera Yes 4 USB
3 Ref[22] Camera No 4 USB
4  Ref[24] TCS3200 No 4 none
5 Ref[25] Camera Yes 4 USB
6 Ref[26] TCS3200 No 4 Web based
Table 8: Hardware comparison
No. Name  Color Shape Size Multi- Positioning Interface
detection Detection Detection  object
1 This Contour Contour Contour Yes Using inverse Yes
Paper kinematics
2  Ref[21] Gray mode  Using extent No No Preprogrammed No
positions
3 Ref[22] Image No No No Preprogrammed Yes
histogram positions
4  Ref[24] Sensor based No No No Preprogrammed No
positions
5 Ref[25] No Classification No No Supervised No
positioning
6 Ref[26] Sensor based No No No Preprogrammed Yes

positions
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This paper, similar to [21,22,25,27,29] uses a camera as the primary input for the system. The other
systems use TCS3200 color sensors as input devices. A camera is a comparatively better option for input
for such a system because it allows for the application of more filtering parameters apart from just color
without the addition of more sensors. In Thike et al. [27], the author uses both sensors. However, a
camera is used to target objects for picking up, and TCS3200 is used to identify drop points. The solution
designed in Thike et al. [27] allows for multiple drop points that can be switched around. This utility can
easily be replicated in software through the utilization of our kinematic algorithm. Systems in Abbood
et al. [21,25,28] also add conveyor belts to their system. [21,25] use conveyor belt systems merely to be
more representative of a factory environment, but this is unnecessary for our system as the kinematic
algorithm allows the robotic arm to pick up objects placed at any position within the workspace of the
robotic arm. All of the systems that we compared with our system use robotic arms with four degrees of
freedom. This is because the systems are designed to pick and place objects; manipulating the object after
being picked up is unnecessary, so four degrees allows to move the system along three dimensions and
gripping and releasing the objects. All of the systems except [24,28] connect to a computer, either a
Raspberry Pi or a desktop. The two unconnected systems only connect to microcontrollers, so all
processing is completed in the embedded system. This approach reduces cost and reduces the usage of
the system by not allowing for the use of computer vision-based sorting due to lack of processing power.

This proposed system of this paper implements three sorting algorithms compared to the other systems
which only implement one or two sorting algorithms. All of the systems which we performed comparison
against, implement color-based sorting, while [21,25] implement shape sorting as well. In Abbood et al.
[21], similar to our system shape sorting is used to identify simple shaped objects, and in Liu et al. [25],
a more complex classification system is used to identify and group objects of similar shape. [29]
implements size sorting by calculating the diameter of the fruits based on contour moments. Our filtering
requires much less computation than the other systems used because contouring is applied to an object
based on HSV mode analysis and then calculations are performed based on that single action. Our system
is also the only system that is capable of performing pick and place on multiple targets through the use of
our kinematic algorithm as opposed to the other systems which use pre programmed positions.
Furthermore, the use of our kinematic algorithm to control the robotic arm allows the robotic arm to pick
up target objects at any position on the workspace. Finally, our graphical user interface allows for user
control of the system without having any knowledge on the inner workings of the system. [22,26] also
have graphical interfaces, but [22] only allows for system monitoring, and [26] only allows for color
selection and no monitoring. Our system allows for selection based on any of our three parameters as
well as monitoring. Plus, by highlighting the targeted object in the video capture, users also have more
valuable information. The comparative analysis between our system and the reference systems shows that
our system has significantly improved upon previous work in the category. The results obtained through
testing of the system show that our system has acceptable levels of accuracy for all selected parameters,
and the kinematic algorithm positions the arm accurately enough to successfully grab target objects.

4 Conclusion

This paper presents a design and implementation of a robotic vision system operated using an interactive
Graphical User Interface (GUI) application. The application allows users to determine their desired object,
which is then picked up and placed by a robotic arm into the target location. The three parameters used for
object selection are three of the primary features based on which sorting is done in the industry. For example,
the system may be used on a dock to sort freights or in an airport for luggage picking. Further applications
include usage in the food industry for sorting of grains, fruit, and vegetables. In essence, the system may be
used in any location where sorting and pick and place operation is required. There are some assumptions
considered to construct this system: (i) the impact of the mass of the target object on the robotic arm is
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ignored, (ii) an object will be placed on an even plane with no negative or positive elevation for the object,
(iii) all angles to be right angles for rectangular and square objects. The device also has a few limitations: (i)
the robotic arm goes through the required motions even if the object picked up is dropped, and (ii) there is no
feedback mechanism for the system apart from being watched over and reported by the user. In the future, the
system can be improved and modified in several ways. The microcontroller used to control the system can be
changed to a Raspberry Pi, allowing all joints of the robotic arm to be manipulated simultaneously. A line of
motion camera can be added to the system instead of a webcam, which would allow the workspace to be three
dimensional to two dimensional.
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