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Abstract: Smart home technology provides consumers with network connectivity, automation or enhanced services for home devices. With the Internet of Things era, a vast data flow makes business platforms have to own the same computing power to match their business services. It achieves computing power through implementing big data algorithms deployed in the cloud data center. However, because of the far long geographical distance between the client and the data center or the massive data capacity gap, potentially high latency and high packet loss will reduce the usability of smart home systems if service providers deploy all services in the cloud data center. Edge computing and fog computing can significantly improve the utilization of network resources and reconstruct the network architecture for the user’s home. This article enables a fog resource-based resource allocation management technology. It provides a method that can more reasonably allocate network resources through a virtualized middle-tier method to ensure low response time and configure Quality of Service to ensure the use of delay-sensitive critical applications to improve the reliability of smart home communication system. Besides, the proposed method has is tested and verified by adjusting the variables of the network environment. We realize the optimization of resource allocation of client network without changing the hardware of client.
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1  Introduction

Smart home technology originated at the end of the 19th century. People want to use home appliances to build houses with higher automation and more in line with user needs. In the 2020s, more and more users had higher expectations for household appliances. Voice interaction, image recognition and other functions give home appliance provides more selling points. This situation has caused the cost of smart appliances to surge [1]. At present, the number of smart home users has spread to 7.5% of households worldwide and in 2018 generated $44.2 billion in revenue [2]. According to 2017 data, Europe already has 22.5 million smart homes accounting for 9.9% of European households. After 2022, the global smart home market will proliferate at a rate of 30% per year. Britain, France, Germany, the three most developed countries in Europe will become the leader of the European market. By the end of 2020, 35% of North American households and 20% of European households can be classified as smart homes [3]. Smart home technology has not only driven the home appliance industry but also led to the development of concepts such as smart cities and smart grids. The market potential of smart homes has not fully explored and one day smart homes will eventually affect the way of consumer housing. In the current smart home industry, Haier uses “Carsarte” to emphasize “art of home” to represent the desire to enhance user comfort, safety and high-end user experience.

The significant increase in the number of Internet of Things devices has made networking devices more diverse. More devices that interact with the Internet through 3G, 4G, NB-IoT, WIFI, etc. [4]. The next-generation home appliance network should process and analyze the data of home appliances more complicatedly. However, because of the severe cost problem faced by the home appliance industry, how to improve the use of smart home appliances without increasing the cost of hardware experience has become a top priority for the industry. The fog node extends the cloud system services to the network edge close to the physical location of the smart home, allowing faster data processing and service applications which require network service providers or providing additional necessary equipment. However, most users think as long as there is a home router in the home, when users find that smart homes are no longer “smart” because of network problems, they rarely consider the problem of IoT gateways but think the network configuration of smart devices is not enough. The enthusiasm for home furnishing will test. Besides, the current cloud systems of smart home companies need to process an enormous amount of data from intelligent home appliances in users’ homes such as clothes recognition of washing machines, voice interaction of intelligent speakers and linkage of multiple household appliances scenes. A specific Internet of Things protocol performs data collection. Sensors in home appliances gain first-hand data and then through the machine-to-machine (M2M) protocol that communicates with smart home devices and Internet of Things gateways, the output will be by the home station network into the core network.

The IoT gateway also provides functions such as local data storage and processing. But, with the rapid development of the entertainment industry, most users often have a highly integrated network router at home that has met the hardware requirements of the Internet of Things gateway. IoT gateways can serve multiple homes while ensuring trusted connectivity and security by implementing policy-based access mechanisms. IoT gateways can store in any routers or switches in hardware style or software style. Home appliance suppliers only need to do some software development to make home routers or smart speakers to replace traditional IoT gateways [5].

This article expresses the IoT gateway in software and it can attach the portal to a home router or foggy Core’s network edge. The QoS of the gateway determines according to the various data processing capabilities and different data storage capabilities of the attached hardware equipment. Smart home data has an enormous amount of data and diverse characteristics. Each operation of parsing the communication instruction, including filtering and cleaning the information set, takes a lot of time. How long it takes depends on the data, whether it is a picture, a voice or a simple status instruction.

The rest of the article is organized as follows. In Section 2, we describe the literature review and research background. In Section 3, we discuss the proposed research method in detail. Section 4 analyzes the experimental data and some findings while Section 5 provides the conclusion of this paper and some future work in the smart home IoT area.

2  Literature Review

The research on the deployment of fog computing in IoT systems is ongoing [6–12]. Deng proposed a balance between energy consumption and delay by allocating work tasks in cloud computing and fog computing systems in 2015. Deng’s research proves the rational use of fog computing in smart home architecture can reduce the consumption of network resources in the core network [13]. However, the network capacity and energy consumption of the entire system is not considered. Gu proposed the use of virtual machines for service type allocation, base station association and resource management experiments in medical network physical systems [14]. Facts have proved that Gu’s plan is very useful in saving energy. Poghosyan analyzed the frequent usage patterns of household appliances in smart homes in 2017. In 2019, Kang edits the gateway system which can auto-configure intelligent home appliances and provide data for the Internet service provider (ISP) to the cloud for real-time monitoring of network service quality.

Lee uses a virtual gateway to form a master node and a slave node in the customer premises access network and performs data processing in the access network [15]. According to the experimental results, after using the fog computing algorithm, the communication delay is effectively reduced, and the reliability is much improved. However, neither Yu et al. [16] nor Lee et al. [15] considered the compatibility with the existing communication system when deploying the gateway. In 2017, Lohokare proposed an Internet of Things protocol that supports multiple data collection and analysis simultaneously [17] and according to the agreement, a highly integrated automated home system is built. This system can process data from all IoT devices deployed in a particular area. Compared to Kang’s study, the system compatibility of Lohokare is significantly higher, but Lohokare’s research still needs system deployment cost and stability. Yu uses fog computing combined with geographical distribution to reduce energy consumption in smart home energy consumption, consistent with the research direction of R8. However, they did not consider the cost of deploying the system.

In 2016, Rathore proposed a smart city paradigm based on the Internet of Things’ big data analysis system. The system uses the Hadoop ecosystem to simulate the real environment of smart homes, smart cities and other scenes [18]. Although this system is very effective, the system does not take into account the technical reserve capabilities of smart home companies and smart city service providers. As seen from the previously mentioned literature, the existing fog computing and Internet-of-Things resource management technologies mainly aiming at network resources and energy allocation in a specific city and a specific area [16]. Although the fog device has additional computing and storage capabilities, this device cannot provide the same resource capacity as the cloud data center. Therefore, if an ISP wants to achieve the effective allocation of smart home network resources, ISP needs to monitor the user’s network resources besides the hardware devices popular in the market. Therefore, IoT device status can better allocate network resources. A platform that combines fog computing nodes and cloud computing after successfully allocating network resources on the client-side can perform resource-efficient processing of IoT big data on an almost real-time basis while providing the cloud with insight and processed data.

3  Research Method

3.1 Existing Smart Home IoT Structure

In the smart home, because the overall complexity of the endpoint elements is relatively low, they usually use the gateway of the Internet of Things in many environments that support the Internet of Things. Although the IoT gateway and Wi-Fi access point are packaged in a physical device in this article, they realize the IoT function of the networked gateway through software. Before conducting the experimenting, first analyze the current smart home protocol stack, as shown in Fig. 1.
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Figure 1: Existing smart home protocol stack

UPnP is one of the mainstream networking processes of smart home appliances. It can automatically detect intelligent home appliances in the home network of users and various services provided by smart home appliances. Any specification based on UPnP and OCF (Open Connectivity Foundation) can be combined with web applications to implement IoT services for other UPnP devices.

After 2015, UPnP extended the cloud function, which makes UPnP usually use WiFi connection in the lower layer. However, the cost of the WiFi module is high. At present, most smart home appliances still use the WiFi4.0 technology that originated in the early 21st century. Many sensors do not have sufficient computing power. Therefore, solutions such as Zigbee and Bluetooth have appeared [19].

Besides, with the improvement of smart home users, many smart appliances need to include image recognition, voice operation and other functions. For example, the refrigerator can judge the storage of ingredients in the box through image recognition. These technologies are difficult to meet by Zigbee’s network conditions and Wi-Fi. The price of the module is very expensive. With the increase in connected devices under the trend of automation, connecting all edge devices to the core network will generate an extensive amount of instantaneous data at a specific time, saturating the communication resources of the access network. An enormous amount of initial data does not have an enough value for cloud decision-making or monitoring to make up for the high network costs. Therefore, as the edge device of the smart home IoT system, the IoT gateway at the user’s home has many functions to be performed, for example, device connection, device authentication, network security, protocol conversion and device management.

3.2 Existing IoT Network Service Process

The current UPnP network service process refers to Fig. 2.
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Figure 2: UPnP device control process

When the modern smart home appliances is set up for the first time, the IoT gateway serves as the access point in the user’s home and the intelligent home appliances act as the clients assigned IP addresses. When smart appliances join the LAN, the device will search for a dedicated DHCP server or assign a unique address to a group of reserved dedicated addresses [20].

After establishing the connection through the first step, the “discovery” process will start. After it adds the device to the network by user, UPnP allows the use of the Simple Service Discovery Protocol (SSDP) to include the device configuration information and functions and publish it to other devices on the home LAN to discover the information. Then broadcast HTTP MU SSDP real-time messages to achieve device discovery. Smart home appliances monitor the SSDP messages of other devices on the network in real-time through the SSDP protocol. When the two devices find each other, they will make a master-slave determination. This is because the discovery messages are Unicast via HTTP Unicast (HTTPU) and UDP and SSDP exchange.

In the third step, after devices discover each other, they exchange information supported by each other to achieve a more elaborate device description. The household electrical appliances will transfer the configure information of their master-slave devices with the control terminal in XML format. This information usually includes the manufacturer’s representation, device model name, device model, operating status, operating data, etc. Smart home appliances support simple information access protocol to support remote information in the client/server environment.

After the device completes the above three steps, the IoT gateway of the user’s home will update the event of the corresponding smart home appliance. Event notification in XML format is compressed and transmitted by the TCP protocol. The control terminal, such as the user’s mobile phone and tablet computer, can subscribe to the change of the device status. When the “state variable” of the smart home appliance on the control terminal changes, it sends the new condition to the control device that subscribes to the message.

To more accurately simulate the home network environment in the above two steps, this paper designs the existing smart home network architecture topology (Fig. 3) and builds a new intelligent home topology (Fig. 4) to simulate the intelligent home structure. The topological network is decomposed into three parts from top to bottom by this paper: access part (S1, C1), convergence part (e-level & a-level), edge part (h-level), each level of household appliances forms a node and convergence part of the devices all represent large appliances.
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Figure 3: Existing smart home network topology
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Figure 4: New smart home tree network topology

It limits the network path bandwidth to 3 levels which are represented by blue, yellow and red:

•    Blue: 50 Mbps router capacity simulated home network

•    Yellow: Link capacity of 20/40 Mbps analog smart home network device

•    Red: 24 Mbps link capacity of small sensors simulating smart home

S1 represents the base station of the user’s premises network. It is mainly used to upload the data traffic generated by the smart home and provide users with services such as voice, video and home appliance status transmission.

C1 is the router in the user’s home, where it mainly plays the role of connecting home appliances to the core network and assumes the function of the IoT gateway through the design of software-defined network (SDN).

A2, a3, a4, a5, e6, e7, e8 and e9 represent smart home electronic devices that provide unique services. According to various intelligent home Wi-Fi designs, different smart homes provide quick services according to different bandwidths.

It will not link Class A devices with other appliances. Class H appliances are mainly composed of multiple sensors. To reduce the costs, home appliance provides rarely set too many network settings on Class H appliances. It will link class E Home appliances with Class H appliances to provide users with more types of linkage.

When smart home appliances join the home LAN for the first time, the program in this article will start the topology detection thread to determine the adjacency relationship between the home network devices. After the controller device in the home LAN receives the packet in message, the message header will be parsed to get the corresponding address information and header fields of Layer 2 and Layer 3. Since the Ethernet table-based forwarding mechanism of the MAC table cannot support the loop topology, whenever a broadcast packet appears in the network, it will cause a broadcast storm, so pass the control the device S1 implements the proxy response of the Arp request. The controller records the mapping relationship between the IP address and the MAC address of the host in the network. After parsing the Arp request, it encapsulates the required MAC address into the Arp response and returned to the requesting end.

Therefore, in the smart home network constructed in this paper, the information in the data packet needs to be IP or Arp information judgment. If the information is Arp and broadcast messages, the controller needs to check the topology information and send the Arp request to each smart home device. Conversely, if the message does not belong to a broadcast message, we need to check the topology information and distribute the Arp response packet to the requesting end. After the message is inspected as IP by controller, the controller will record the host’s IP address, the connected home electronic device and the service port number, check the host record, and find the home electronic device connected to the source host and the destination host. The Ryu controller provides a topology discovery mechanism that can get the link relationships of switches in the network, generating a topology graph data structure.

This article separately constructs the existing home IoT architecture, and the improved home IoT architecture and adjust the size of the packet sent by the host and simulate different services provided by different smart homes such as intelligent home status command upload, intelligent home voice service and intelligent home image recognition service. It simultaneously monitors the link capacity of devices in different architectures to achieve the performance comparison of different structures.

4  Data Analysis

After completing the architecture design through Ryu, this article uses multiple a-level and e-level appliances to send data packets to S1 and simultaneously to detect the average bandwidth of S1. The results are shown in Fig. 5.
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Figure 5: Comparison of bandwidth performance of different topologies

In Fig. 5, the blue line represents the new tree topology and the orange line represents the existing smart home topology. When the number of hosts providing services is one and the services are the same, but as the number of hosts providing services increases, the average bandwidth of the tree topology decreases. The rate is lower than the existing smart home topology. However, the performance of the tree topology will gradually decrease as the bandwidth pressure increases, but it still improves the performance by 20% compared to the existing topology. When the bandwidth is the same, the bandwidth consumption of the tree topology is lower and the bandwidth resources saved are 1/5 times more than the existing topology.

In comparison, a tree topology smart home structure can provide better disaster tolerance and more reasonable bandwidth allocation. When a certain level of intelligent home equipment loses network connection, it is less susceptible.

Therefore, we have transformed the tree topology and added a QoS guarantee mechanism. This measure is mainly for the growing voice and image demand of smart home appliances. When users use smart homes, they often generate a lot of voice information and image information. Although this information will be decomposed into smaller data grams and then sent to the core network one by one through C1. Besides, the transmission of other services also brings constraints [21]. In this article, first, different services such as voice/image are allocated to independent it earmarks ports 8080 and home appliance status and home environment services for ports 8899 and 12345.

To compare the performance of the tree topology under the QoS mechanism, this paper first uses the form of randomly sending data packets to test the performance of the smart home tree topology without the QoS mechanism.

Port 8080 in Fig. 6 is individually responsible for services with high traffic intensity such as voice and image whereas ports 8899 and 12345 are responsible for other services such as smart home status and home environment status.
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Figure 6: Topology network bandwidth of smart home tree without QoS guarantee

It can be seen from the data in Fig. 6 that although the network bandwidth consumption rate of the tree topology found in Fig. 5 is lower when facing the high traffic intensity brought by the voice and image data in port 8080, the bandwidth is only 6–10 Mbits. This will significantly extend the transmission delay for voice and image information which cannot guarantee the transmission speed of information. If the home appliance supplier wants to improve the user’s smart home experience, the home appliance supplier can only increase the network cost of smart home appliances or the network conditions of the user’s home. If this comes true, it will significantly reduce the profit margins of the home appliance industry and the weak voice/image interaction experience due to the decline in network fees or network environment, resulting in low motivation for users to use smart home appliances. Therefore, this article is particularly crucial for the QoS limitation of the tree topology.

It can be seen in Fig. 7 that the bandwidth of port 8080 is increased from 6 to 10 Mbits in Fig. 6 to 10 to 30 Mbits and the bandwidth fluctuations in ports 8080, 8899 and 12345 are more obvious than those in Fig. 6 which is because existing smart home adopts the transmission method of TCP protocol. When the traffic intensity is too high, the TCP protocol will suppress the traffic sender and allow it to suspend sending data packets to avoid an enormous amount of link congestion which will cause a brief “network disconnection” case (Kurose, 2018).
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Figure 7: Topology bandwidth of smart home tree after QoS guarantee

This article finds that even if the QoS guarantee is set by configuring C1, the bandwidth of port 8080 will still drop to 0 at the 30 and 59 s. This situation is very likely to affect the user experience because the immediacy of the voice will cause the user and port 8899 services provided by 12345 need to upload an enormous amount of data to the cloud to perceive obvious problems. The user is not the first recipient, so the bandwidth of 0–10 Mbits is enough.

To verify the impact of the brief “network disconnection” in Fig. 7 on the use of home appliances and to solve the actual use of smart homes, many home appliances are set far from the router where it will make the network environment worse such as smart bathroom and the smart balcony. Equipment in these two rooms have to face the problem of high dropout rate all the year-round and far from the stable network environment of home appliances in the living room. Therefore, this article conducted a performance verification of the dropout guarantee.

In Fig. 8, blue represents the bandwidth of the tree topology and orange represents the bandwidth of existing appliances. In this article, after the start of monitoring 8 seconds, the network of a-level, e-level and h-level devices in the topology is disconnected. In the period of 8–9 s, the bandwidth of the two topologies dropped rapidly, but the difference is that the bandwidth of the tree topology returned to the state of 7 s after two seconds. At the same time, this article conducted a network test on the disconnected home appliances and found the network services of all home appliances are regular. However, after the home appliance in the existing topology is disconnected from the core network, the network bandwidth suddenly drops to 0 Mbps. I do not connect the home appliance to the core network until the 35 s network is restored by Pr-set.
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Figure 8: Comparison of offline disaster recovery

When users use smart home appliances, a-level and e-level home appliances are sold at high prices and home appliance suppliers will install better-performing bandwidth environments. However, for h-level home appliances, power consumption and profit margins lead to frequent disconnection. Besides, since h-level home appliances are usually composed of multiple sensors, the number of h-level home appliances in a user’s home is often the largest. Still, the data uploaded by them can only be processed in the cloud before it can combine them with voice or images for intelligent services, so they are difficult to be perceived by users.

5  Conclusion

This article first analyzes the existing smart home network. The analysis includes network protocols and network logic, which also plays an excellent reference role in constructing the intelligent home tree topology in this paper. Secondly, this article compares the existing smart home network topology with the intelligent home tree topology through three Mininet simulation experiments: Bandwidth performance experiments, topology operation experiments and dropout guarantee experiments.

We find it that the proposed intelligent home tree has a slightly improved bandwidth utilization rate compared with the existing smart home structure. Still, the improvement effect is not apparent and with the access to home appliances, the improvement of equipment will further narrow the gap between the two topologies. In the state of high traffic intensity, the smart home tree topology will face the situation of reduced service quality, but this can be circumvented by adding software QoS settings on the router. When facing high traffic intensity or a poor network environment, the network performance of the smart home tree topology is significantly better. Although individual devices are disconnected from the network, their suitable disconnection guarantee mechanism can restore the network device shortly. Compared with the existing smart home network topology, it is a significant improvement. After it disconnects the home appliance, they can restore the connection without being noticed by the user. The smart home tree topology does not bring any hardware changes in hardware equipment. It is only necessary to make software changes to the underlying logic of the home gateway and smart home appliance equipment. This network design makes the R&D cost of home appliances with no increase in cost. The corresponding change in logic of the software can refer to the R12 code.

This paper limits the number of hosts used in bandwidth performance testing. Although it reflects a particular trend, data reliability can still be achieved by optimizing algorithms to simplify manual operations to explode the number of hosts in the experiment. Besides, this article concerns the safety of home appliances. Without in-depth analysis, it connects the potential DDoS risk after home appliances in parallel is still a problem that the smart home industry needs to pay attention to and solve. The block-chain solution proposed by R10 is an excellent method. Still, there are many difficulties of application caused by factors such as insufficient electronic integration of home appliances, and small profit margins of home appliances is also a significant challenge that limits the continued iterative upgrade of smart home appliances.
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