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Abstract: CFSFDP (Clustering by fast search and find of density peak) is a
simple and crisp density clustering algorithm. It does not only have the advan-
tages of density clustering algorithm, but also can find the peak of cluster
automatically. However, the lack of adaptability makes it difficult to apply in
intrusion detection. The new input cannot be updated in time to the existing
profiles, and rebuilding profiles would waste a lot of time and computation.
Therefore, an adaptive anomaly detection algorithmbased onCFSFDP is pro-
posed in this paper. By analyzing the influence of new input on center, edge and
discrete points, the adaptive problem mainly focuses on processing with the
generation of new cluster by new input. The improved algorithm can integrate
new input into the existing clustering without changing the original profiles.
Meanwhile, the improved algorithm takes the advantage of multi-core parallel
computing to deal with redundant computing. A large number of experiments
on intrusiondetection onAndroid platformandKDDCUP1999 show that the
improved algorithm can update the profiles adaptively without affecting the
original detection performance. Compared with the other classical algorithms,
the improved algorithm based on CFSFDP has the good basic performance
and more room of improvement.

Keywords: Anomaly detection; density clustering; original profiles;
adaptive profiles

1 Introduction

Intrusion detection is an effective defense technology in network security. Since it was pro-
posed in 1980, intrusion detection has been highly concerned by the industry and academia. In
recent years, with the development of artificial intelligence, intrusion detection has also developed
in the area of intelligence. Some new algorithms have been applied to the field of intrusion detec-
tion. Shone et al. [1] proposed a deep learning technique for intrusion detection, which addresses
the feasibility and sustainability of current model for modern networks. Chawala et al. [2] pro-
posed intrusion detection with combined CNN/RNN model, which described anomaly by RNN
and improved anomaly IDS by CNN with GRUs. Alrawashdeh et al. [3] proposed an anomaly
detection based on RBM and implemented a deep belief network.
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According to different principles, intrusion detection system can be divided into two cate-
gories: intrusion detection based on misuse and intrusion detection based on anomaly. Misuse
detection can effectively detect known attacks, but not unknown attacks. Anomaly detection can
detect unknown attacks, but it is often plagued by false alarm rate. In addition, intrusion detection
usually needs to label the data before training. Labeling does not only need a great deal of expert
knowledge, but also costs a large number of resources. At present, there is not enough fresh data
set for training in the field of intrusion detection system.

In order to reduce the false alarm rate of anomaly detection, it is necessary to design and
implement the algorithms that have good profiles naturally, such as SVM, Adaboost and random
forest. In order to reduce the dependence on labeling data, there are two main methods: one
is to use easily extracted data such as normal behaviors as training data; the other is to use
unsupervised or weak supervised algorithm for training.

Clustering algorithm, as a natural high-precision, unsupervised machine learning method, has
been widely introduced and applied to the field of the anomaly detection. Density clustering can
find cluster of arbitrary shape, not just “quasi-circular” clustering. Therefore, density clustering
has natural advantages in accurately describing profiles. Some improved algorithms [4] have the
ability to resist noise. Shamshirband et al. [5] used a density-based clustering algorithm to form
arbitrary cluster shapes for improving their proposed algorithm. However, compared with other
clustering methods, density clustering has high storage and computational costs. The main reason
is the lack of effective data structure to store and retrieve clustering information. Kalle et al. [6]
proposed an anomaly detection algorithm based on hierarchical clustering. Two mechanisms for
adaptive evolution are introduced: incremental extension with new elements of normal behavior,
and a new feature that enables forgetting of outdated elements of normal behavior. In addition to
incremental capacity, this algorithm not only guarantees detection performance, but also has good
real-time performance. The principle of partitioning clustering is simple and easy to understand.
But the detection performances of its improved algorithms are so different. Gargand et al. [7]
used a combination of fuzzy K-means clustering algorithm, extended Kalman filter, and support
vector machines to detect the anomalies. The best set of features is computed by fuzzy k-means
algorithm. Gu et al. [8] proposed a semi-supervised clustering detection method using multiple
features. The proposed Multiple-Features-Based Constrained-K-Means (MF-CKM) algorithm can
solve three problems: large numbers of labeled data, the relatively low detection accuracy and
convergence speed of unsupervised K-means algorithm. Additionally, Velea et al. [9] detected
anomalous behavior in network traffic through parallel K-means clustering. This method does
not need to inspect users’ data package and can protect users’ privacy. Zou et al. [10] used the
K-means clustering algorithm of data mining for logs to construct the normal behavior library
so as to distinguish between normal behavior and abnormal behavior. In general, the study of
anomaly detection based on partition clustering gives rise to two main difficulties: one is the
selection of parameter k, the other is enlarging the partition between normal and anomaly. In
their methods, the above two problems must be handled at the same time so that the algorithm
based on partition clustering can achieve good detection performance. The grid clustering divides
the data space into a grid structure of finite cells, and organizes a series of adjacent high-density
cells into profiles. This method does not store each feature points but store the cell, that is, the
statistics of feature data. Later on, Dromard et al. [11] proposed an incremental grid clustering
to detect rapidly the anomalies. But how to select the right cell granularity is a problem. At the
same time, some other clustering methods are also applied to intrusion detection, such as graph
clustering method [12].
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To sum up, clustering is a very good non-supervised anomaly detection method. Every method
has its advantages and disadvantages. Density clustering can find any shape of cluster, which
has a natural advantage in the description of the profile. Therefore, density clustering has always
been a hotspot in the application research of clustering in anomaly detection. However, anomaly
detection based on density clustering has three kinds of problems [13]: the first is the difficulty
of determining the neighborhood range due to the uniform density; the second is parameter
modifications that would cause instability of the model; while the third is real-time problem caused
by too much computing overhead. In addition, clustering, especially density clustering, is difficult
to adapt profiles with new input. Such a tiny part of studies show positive results about the
adaptive profiles, whereas most studies do not involve or have negative results.

CFSFDP [14], i.e., Clustering by fast search and find of density peak is a simple and crisp
density clustering algorithm. It can find possible clustering center itself by defining local density
and distance. It can solve the difficult problem of determining the neighborhood range through
one parameter. It is a very robust algorithm. However, CFSFDP is not designed for anomaly
detection. CFSFDP can build a clustering, but if it is the new input after clustering, it is unable
to be added to the existing clustering, and is not capable of changing the existing clustering. For
intrusion detection, especially the model with network behavior as input, it needs to constantly
modify its own model to adapt to the new attack detection, but there is no such theory or
application at present.

In this paper, an anomaly detection algorithm based on CFSFDP is proposed. It can solve
the dynamic adaptation of anomaly detection model based on CFSFDP. New input may affect the
shape of clustering, and then change the existing model. We consider the possible results of all the
inputs, and build new behavior profiles based on these results. Under the setting that the existing
model is not changed as far as possible, the generated new cluster is fused with the existing model
to obtain the adaptive detection performance. Meanwhile, the complex computation of clustering
information can also be optimized by parallel computation.

2 Basic Concepts

Definition 1. Support radius dc: dc > 0, is the support radius, if d ≤ dc, is in the support radius,
else is out of the support radius.

Definition 2. Center point Ccl: the original center point of cluster, where C is the identification
of center point and cl is the cluster identification. cls represents all clusters.

Definition 3. Edge point Ecl : the points belong to cluster but not in the radius of dc are edge
of clusters, and they can be defined as Ecl, where E is the edge identification.

Definition 4. Discrete point D: the points that do not belong to any cluster are the discrete
points, which can be defined as D.

Definition 5. Distance DT (i, Ccl): the distance between the new point I and the original center
point is defined as DT (i, Ccl). The descending sequence of DT (i, Ccl) is defined as DSC . DS is
the descending sequence identification.

Definition 6. Distance DT (i, Ecl): the distance between the new point I and the edge point of
cluster is defined as DT (i, Ecl). The descending sequence of DT (i, Ecl) is defined as DSE . DS is
the descending sequence identification.
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Definition 7. Distance DT (i, D): the distance between the new point I and the edge point of
cluster is defined as DT (i, D). The descending sequence of DT (i, D) is defined as DSD. DS is
the descending sequence identification.

Definition 8. The robbing function Rob (i, cl): the robbing function Rob (i, cl) represents the
weight between the current i and the cluster cl. The equation is

Rob (i, cl)= ρcl

DT (i, cl)
(1)

Definition 9. The selecting factor γi: the equation of γi is shown as follows:

γi = ρi ∗DTmax

(ρmax−ρmin) (DTmax−DTmin)
∗ θ (2)

where ρi represents the density of point i, DTmin is the minimum distance from the center point,
and DTmax is the maximum distance from the center point. θ is the selecting factor.

Definition 10. Center step degree STC : the equation of STC is

STC = sgn (γi− γi−1 − κC) (3)

where sgn is the unit-step function, κC is the factor of center step.

Definition 11. Discrete step degree STD: the equation of STD is

STD = sgn
(

Robmax

Robmax−Robmin
− κD

)
(4)

where sgn is the unit-step function, κD is the factor of discrete step.

3 The Main Idea

The main idea is to analyze the relationship between the new input and the existing clustering,
that is, the possible results of adding new input to the existing clustering. There are three possible
results: the first is that the new input may expand the boundary of the existing clustering; the
second is that the new input may change the subordination of the edge points; the third is that the
new input may generate new clusters. It will be very challenging to solve the model adaptability
from these three possible results.

Our basic idea is to decompose the complex adaptive problem into several three problems:
one is the relationship between a new input and one known cluster; the second, the relationship
between a new input and two known clusters; and the third, the relationship between a new input
and multiple known clusters. As shown in Fig. 1, it is the relationship between a new input and
one known cluster. The red point represents the new input, the solid circle represents the radius dc
of the known cluster, and the points within the solid circle belong to clustering, while in Fig. 1a,
the dark yellow point is within the cluster. The purple dashed circle represents the range controlled
by the cluster, the edge point is between the solid circle and the dashed circle, and cl1 represents
the number of cluster. There are three possible scenarios for this problem: the first scenario is
that the new input is within the radius of the known cluster, as Fig. 1a depicts, the new input is
within the radius of the cluster, which will directly affect the cluster. According to our definition
of edge points, the density of the cluster center will lead to the increase of the density. The
density increase of cluster leads to the expansion of cluster range, and some new edge points are
added, which are the light yellow points in Fig. 1a; the second scenario is that the new input is
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outside the radius of cluster, and will be the edge point of some cluster. Just as Fig. 1b illustrates,
according to the calculation, the new input, namely the red point, will become the edge point
of cluster. It will not directly affect the clustering; the third scenario is that the new input is
outside the radius of class, and will be the discrete point of the class. It will also not directly
affect clustering.

Figure 1: The relationship between a new input and one center (a) A new input in the cluster cl1
(b) A new input on the edge of the cluster cl1 (c) A new input separated from the cluster cl1

There are two representative scenarios of the relationship between a new input and two known
clusters. One scenario is that the new input is the edge point of the current cluster. As shown in
Fig. 2a, the new input, namely the red point, falls into the edge range of cluster cl1. It can be
visualized in Fig. 2, but in fact, we are directly incapable to judge which cluster the point belongs
to. And it needs to be judged by calculating which cluster has more influence; the other is that the
new input is within the radius of two clusters, as is shown in Fig. 2b, the new input will increase
the density of the current cluster, and more edge points will be included.

What Fig. 3 displays is the relation between a new input and several known clusters. Since we
have already discussed the situation about the new input becoming edge or discrete point, here we
mainly discuss the new input and its surrounding points may be clustered as a new cluster, which
is also the most complex situation. In Fig. 3, with the black pot representing the discrete point,
the blue pot representing the edge of cluster cl2, and the yellow pot representing the edge of
cluster cl1. The new input, namely red pot, falls into the middle of the edge points and the discrete
points. The density in the radius of new input is enough, in addition, the distances between the
new input and the other center of clusters are enough, so it will generate a new cluster. It should
not be intuitive and be judged by calculating density and distance.
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Figure 2: The relationship between a new input and two centers (a) A new input on the edge of
the cluster cl1 (b) A new input in the cluster cl1

Figure 3: The relationship between a new input and multiple-centers
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4 The Flow of Algorithm

According to the analysis of Section 3, we can conclude that the key is to find the relationship
between the new input and the original cluster, especially the relationship between the new input
and the original cluster when it may be the new cluster. As shown in the Fig. 4, the process of
algorithm can be divided into three parts: the first, to calculate the distance and density and store
all kinds of information between the new input and the original cluster; the second, to judge
whether the new input to be the new cluster or not; the third, to assign the new input to its
nature identity, whether it is the center, edge or discrete point. And the points which are affected
by new input should be reassigned. The following logic is needed to judge whether the new input
to be a new cluster or not: firstly, the new center must not be within the radius of the original
cluster; secondly, the density of the new input in the radius should be enough; thirdly, the distance
between the new input band the other original cluster center should be enough. Based on these
logics, the following judgment is needed: the first is to judge whether the new input to be within
the radius of the original cluster or not. If in the radius, the new input cannot be the center; the
second is to calculate the density and the distance. The density is the number of points in the
radius of new input. If the density is enough, then it should be calculated the distances between
the new input and the center of the other clusters; the third is to judge the new input to be
a new cluster or not. We defined a cluster center selection factor that includes two indicators:
density and distance. Once the current i of the new input is large than the original lowest γi−1
and exceeds a certain threshold value STC , then the new input will generate a new cluster.

In addition, for the new input which does not belong to the cluster and will also not be a
new cluster, it is necessary to give priority to judge whether it be a discrete point or not. Because
the discrete points are usually noise, they have great influence on the performance of detection. In
this paper, we define the discrete points strictly. We consider that the discrete points are the same
as the center points, and there are significant differences with other points. So the purpose of
our definition is to distinguish the noise and the profile better. The new input is neither a cluster
center nor a discrete point, hence it can be assigned to the edge point. The rob factor should be
calculated, and the new input belongs to the cluster which has the largest the rob factor, that is,
the cluster robs this new input.

The following logic is needed to judge which nature identity the new input should be assigned
to: the first logic is that when the new input generates a cluster, it will rob edge points from other
clusters; the second, when the new input is a discrete point, it will have no influence on profiles
and be marked as a discrete point; the third, when the new input is within the radius of center,
it will increase the density of the current cluster and be marked as cluster identification. Although
increasing the density continuously may lead to the change of center or even the profile, in fact,
the profile has not changed too much. For simplicity and stability, our strategy of designing
algorithm is to keep the original profiles as much as possible. Therefore, increasing the density
in the original cluster is ignored; the fourth, when new input is an edge point, it will calculate
the distances to other center points, then calculate the rob factors, and judge which cluster it
belongs to.

Here we do not discuss the algorithms of building normal profiles and anomaly detection,
mainly because this part is proposed in another paper [15]. The basis of anomaly detection is
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that the normal behaviors have certain regularity and similarity. In that paper, it is concluded that
the clustering profiles are composed of the center points and their support radiuses. Within the
profiles, it is considered as the normal, otherwise is anomaly.

The pseudocode of generating profiles is as follows:

Figure 4: The flow chart of adaptive CFSFDP algorithm



CMC, 2021, vol.68, no.2 2065

Algorithm 1: Adaptive anomaly detection algorithm based on CFSFDP(new input i)
1: Cluster
2: input(i)
3: Calculate(DT (i, Ccl), DT (i, Ecl), DT (i, D))
4: Generate(DSC , DSE , DSD)
5: while DSC is not null do
6: if DT(i, Ccl)≤ dc then
7: i belong to Ccl
8: ρcl + 1
9: end if
10: if DT (i,Ccl)≥ dc then
11: while DSE is not null do
12: if DT (i, Ecl)≤ dc then
13: ρi+ 1
14: end if
15: end while
16: end if
17: end while
18: while DSD is not null do
19: if DT (i, Ecl)≤ dc then
20: ρi+ 1
21: end if
22: end while
23: Calculate (γ i)
24: Generate (DSR)
25: if STC = 1 then
26: i is the center of new cluster
27: while DSD; DSE is not null do
28: if DT (i;Ecl); DT (i; D)≤ dc then
29: Mark points belong to new cluster
30: Save density of new cluster
31: end if
32: if DT (i, Ecl); DT (i, D)≥ dc then
33: Calculate (Rob(pk, i))
34: Calculate (Rob(pk, cl))
35: end if
36: if Rob (pk, i)≥Rob (pk, cl) then
37: pk to be i’s edge.
38: end if
39: end while
40: end if
41: if STC �= 1 then
42: if STD = 1 then
43: i is a new discrete point
44: end if
45: if STD �= 1 then
46: Calculate Rob (i,cls)
47: select the maxmimum of Rob (i,cls)
48: i is the edge of cls
49: end if
50: end if



2066 CMC, 2021, vol.68, no.2

5 Experiment Results

5.1 Data Sources
The experimental data includes two parts: one is from the open data set KDDCUP 1999

of intrusion detection; the other is from the data extracted by the mobile anomaly detection
system based on Android that we developed. We will do two groups of experiments: one is the
comparison between our improved algorithm and the other algorithms on the open data set, and
the other is the comparison between our improved algorithm and other algorithms on data set
that extracted by mobile anomaly detection system. The process of extracting the data set from
the Android platform is introduced below.

The experiment data is collected from a red mi Note1 phone, which is configured with four
cores 1.6 GHz, memory 2.0 GB, and operating system MIUI8.0.1.0 (root). Normal behaviors are
collected from the user’s daily behavior, such as normal use of phones and its apps. Anomaly
behaviors are mainly collected from the virus behaviors of Android Malware Genome Project
APK samples [16] and KaFan forum APK samples [17] in the specific period. We selected useful
features by referring to three literatures [18–20]. And as a result of the Android platform version
change, some new features have been added; the data contains 106 features, mainly divided into
8 categories: CPU, memory, network, SIM, phone, SMS, battery, app, etc. Some features are listed
in Tab. 1. A piece of data is the cumulative value or average value over a time slice, and the time
slice takes a value of 500 ms. As is shown in Tab. 1, it is part of 106 features we collected.

Table 1: The enumeration of some features

Categories Features Contents

CPU Ctxt Number of CPU content exchanges
Processes Number of creating tasks

Memory HugePages_Total Total large page memory
Vmallocal_Total Total virtual memory

Network Local_TX_Packets Number of bytes received in mobile network
WiFi_TX_Packets Number of bytes received in WiFi network

SIM SIM_STATE_ABSENT No SIM State
SIM_STATE_PIN REQUIRED Require PIN unlock state

Phone Incoming_Calls Number of telephone calls received
Outgoing_Calls Number of calls

Message Outgoing_SMS Number of message sent
Outgoing_Non_CL_SMS Number of creating tasks

Battery Level Power level
Scale Battery capacity

APP RunningAPPProcessInfo Number of Running APPs
PackgeInfo Number of APP installed

The experimental environment of this paper is DELL precision T1700 workstation, the main
parameters are Inter Xeon CPU E3-1220 v3@3.10 GHz, 8 GB RAM, and the operating system is
Windows 7 Ultimate. The algorithm is implemented by python 3.6. The PCA dimension reduction
is implemented by PCA library function in the package of sklearn.decomposition.
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5.2 Evaluation Criteria
In order to evaluate the performance of the anomaly detection algorithm, three main indica-

tors in this paper are used as performance indicators to measure the anomaly detection model,
which are defined as follows:

DR= TP
TP+FP

(5)

FAR= FP
TN +FP

(6)

AC = TP+TN
TP+TN +FP+FN

(7)

In the above equations, TP represents the number of correctly judging anomaly records.
TN represents the number of correctly judging normal records. FP represents the number of
incorrectly judging anomaly records. FN represents the number of incorrectly judging normal
records. DR is the detection rate, FAR is the false alarm rate, and AC is the accuracy rate. In
the application of anomaly detection, FAR is more important.

5.3 Result Analysis
The first group of experiments is to compare the performance of our algorithm and other

algorithms on mobile data. Both the original CFSFDP algorithm and our improved algorithm
are basically trained by using 50000 data. And then the training data increases from 10000 to
50000 by 10000 at a time. The original algorithm is trained by rebuilding profiles. The improved
algorithm is adaptively trained by self-incremental learning

As vividly shown in Fig. 5, it is the comparison between the improved algorithm and the
original algorithm. There are two main aspects: Training time and the training profiles. These
two aspects correspond to two kinds of problems, which need to be verified by experiments: the
first is whether adaptive incremental learning can improve the speed of building the profiles, that
is, whether building profiles by incremental learning is faster than rebuilding profiles or not; the
second is whether the profiles built by incremental learning is basically the same as the original
profiles. The first problem can be verified by the comparison experiment of training time. The
second problem can be verified by the comparison experiment of the number of clustering center
points. In Fig. 5a, the data size increases gradually from 10000 to 50000 by 10000 at one time. It
can be seen that the training time of the improved algorithm is lower than the original algorithm.
There are two reasons for this phenomenon, one is that the computation of building profiles
by the improved algorithm is less than rebuilding profiles by the original algorithm; the other
is that the improved algorithm compute a large number of distances in parallel. As depicted in
Fig. 5b, the number of clustering center points generated by the improved algorithm is more than
the number of clustering center points generated by the original algorithm. This may be caused
by the strategy of our improved algorithm. For avoiding the fluctuation of detection performance,
our strategy is designed to keep the original profile as much as possible. And this strategy will
not merge the cluster centers, only increase the cluster centers.

Detection rates of different algorithms are compared in Fig. 6a. It can be seen that ADWICE,
as the classical anomaly detection algorithm, is far superior to CFSFDP and its improved algo-
rithm, while the improved algorithm and the original algorithm have no obvious difference in
detection rate. This is mainly because CFSFDP algorithm as a new anomaly detection algorithm,
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lack of the improvement for applying in anomaly detection, the profiles of normal behavior is
not as accurate as ADWICE. In Fig. 6b, false alarm rates of different algorithms are compared.
In the process of data size increment from 10000 to 20000, the false alarm rate of the improved
algorithm is lower than that of the original algorithm. When incremental data size is more
than 30000, the false alarm rate of the improved algorithm is higher than that of the original
algorithm. The reason for this phenomenon is that the profiles of the improved algorithm only
increases and does not decrease, and the expansion of the profiles leads to the decrease of
precision. Meanwhile, ADWICE has the lowest false alarm rate.

Figure 5: Performance comparison of building profiles (a) time of building profiles (b) number of
center points

Fig. 7 illustrates the accuracy of different algorithms under different quantities. It can be seen
that ADWICE is better than CFSFDP algorithm and its derivative algorithm, and the accuracy of
the improved algorithm fluctuates, while the original algorithm has been relatively stable, and the
improved algorithm is not as stable as the original algorithm in terms of stability. From Figs. 6
and 7, we can see that the adaptive improvement is achieved at the expense of the stability of
some algorithms.

As we can see in Fig. 8, it is a detection rate comparison between the full feature dimensions
and the partial feature dimensions. By PCA methods, the full 106 dimensions are reduced to
34 dimensions. It can be seen that the reduction of dimensions does not lead to a signifi-
cant reduction in detection rates. In addition, ADWICE has the best detection rate in the full
dimensions or the partial dimensions.
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Figure 6: Performance comparison of detecting anomalies (a) time of building profiles (b) number
of center points

Figure 7: AC comparison of different data sizes
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Figure 8: DR comparison of different algorithms

Figure 9: FAR comparison of different algorithms

Obviously in Fig. 9, it is a false alarm rate comparison between the full feature dimensions
and the partial feature dimensions. It can be seen that the improved algorithm has a higher false
alarm rate than the original algorithm in 34 dimensions, and the improved algorithm has a lower
false alarm rate than the original algorithm in 106 dimensions. In the 34 or 106 dimensions,



CMC, 2021, vol.68, no.2 2071

ADWICE has the lowest false alarm rate, and the CNN has the highest false alarm rate.
For anomaly detection, false alarm rate is an important performance indicator. Combined with
detection rate and false alarm rate, the overall performance of the improved algorithm is good.

Apparently in Fig. 10, there is an accuracy rate comparison between the full feature dimen-
sions and the partial feature dimensions. The improved algorithm has lower accuracy rate than
the original algorithm in 34 or 106 dimensions. The improved algorithm in 34 dimensions has the
lower accuracy rate than that in 106 dimensions. Compared with other algorithms, the improved
algorithm has lowest accuracy rate.

Figure 10: AC comparison of different algorithms

Tab. 2 is a comparison of detection performance of different algorithms using the open data
set KDDCUP 1999. It is pretty easy to tell that ADWICE has a great advantage in the classic
data set. Compared with other algorithms, CFSFDP and its improved algorithm do not have any
advantage in accuracy, but the profiles stability of the algorithm is better when judging normal
behavior and anomaly behavior.

Table 2: Detection performance comparison using KDDCUP 1999

Algorithm Normal Anomaly AC

DR FAR DR FAR

SVM [21] 97.27 1.22 96.32 1.42 96.21
CNN_GRU [2] 99.38 1.38 97.75 5.32 98.15
ADWICE [6] 99.53 1.21 98.64 1.34 98.84
CFSFDP [15] 95.21 1.87 96.32 2.27 95.38
Our algorithm 95.17 1.83 96.13 1.93 95.33
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6 Conclusions

In this paper, we propose an adaptive anomaly detection algorithm based on CFSFDP, the
algorithm can learn the incremental data adaptively without changing the original profiles. It can
not only avoid rebuilding profiles, but also reduce the computation and computing time. However,
the strategy of the improved algorithm is not to modify the existing profiles, so the number of
cluster center point only increases but not decreases. By the experimental analysis, it can be seen
that the improved algorithm is to obtain the adaptability at the expense of the stability of original
algorithm. In addition, the improved algorithm fail to improve the detection performance, even
in some cases, the detection performance may decline. The next work will focus on two aspects:
(1) the anomaly detection based on CFSFDP needs to be further improved for higher detection
performance; (2) the stability of the adaptive anomaly detection based on CFSFDP needs to be
further improved.
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