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Abstract: The current and future status of the internet is represented by the
upcoming Internet of Things (IoT). The internet can connect the huge amount
of data, which contains lot of processing operations and efforts to transfer
the pieces of information. The emerging IoT technology in which the smart
ecosystem is enabled by the physical object fixed with software electronics,
sensors and network connectivity. Nowadays, there are two trending tech-
nologies that take the platform i.e., Software Defined Network (SDN) and
IoT (SD-IoT). The main aim of the IoT network is to connect and organize
different objects with the internet, which is managed with the control panel
and data panel in the SD network. The main issue and the challenging factors
in this network are the increase in the delay and latency problem between
the controllers. It is more significant for wide area networks, because of the
large packet propagation latency and the controller placement problem is
more important in every network. In the proposed work, IoT is implementing
with adaptive fuzzy controller placement using the enhanced sunflower opti-
mization (ESFO) algorithm and Pareto Optimal Controller placement tool
(POCO) for the placement problem of the controller. In order to prove the
efficiency of the proposed system, it is compared with other existing methods
like PASIN, hybrid SD and PSO in terms of load balance, reduced number
of controllers and average latency and delay. With 2 controllers, the proposed
method obtains 400miles as average latency, which is 22.2% smaller than PSO,
76.9% lesser than hybrid SD and 91.89% lesser than PASIN.

Keywords: SD-IoT; adaptive fuzzy controller; enhanced sunflower
optimization (ESFO); POCO placement tool; controller placement
problem; and minimum latency

1 Introduction

Physical devices are connected to the internet with the help of Internet of Things (IoT) in
which that is used to collect, share and analyze huge number of data. This concept is basic for
the 2nd digital revolution and it was developed by Kevin Ashton before 17 years [1]. Generally,
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scalability and management problems rises due to the interconnection of large number of devices.
But, it also has benefits in it. Benefits are considered as advance IoT applications like smart
buildings, smart energy systems, intelligent healthcare systems and smart transport systems [2].
Moreover, another one advantage is that the devices in IoT can be connected with other devices
at anytime and anywhere. Different kind of technologies like cloud computing, embedded systems,
SDN and Wireless Sensor Networks (WSNs) [3]. To control the overall behavior of the network,
SDN allows a central program in IoT framework and it is considered as one of the advanced
technologies in IoT. Dynamic security problems, granular traffic filtering issues and security threats
are quickly enabled by this controller [4].

Generally, researchers use this kind of controllers to secure computer networks by integrating
SDN with IoT. So, the controllers are considered as the brain of the network and the performance
of network is degraded when the controller does not work well. Proper placement of controller is
required to operate the network [5]. Otherwise, some problems occurred in resource management,
data routing paths and scalability properties. So, this paper concentrates on the deployment of
controller in a suitable place based on the swarm intelligence concept. Because, the controller
placement problem is the main issue faced in the SDN network and also the allocation of the
switches to these controllers [6]. The foremost contributions of this paper are given by:

• In SD-IoT device, Adaptive Fuzzy logic controller has been designed to select the suit-
able location of controller and switch in a network to reduce the load balancing and
propagation delay problems.

• Then, ESFO algorithm is suggested to split the network and to solve controller placement
problem by selecting the controller based on a high density and minimum distance value.

• In this case, Pareto optimal controller (POCO) placement tool is used to design the
controllers and nodes to perform the controller placement problem and the performance of
proposed methodology is compared with existing methods by means of delay and average
latency.

The rest of the paper structured is as follows, some of the related works are discussed in
Section 2, Section 3 deals with the proposed methodology, and results are discussed in Section 4
and Section 5 is the conclusion.

2 Related Works

In large area network, mobile technology is used for the network. So, Song et al. [7] proposed
SD-IoT networks. It is named such a way that SDN where used to combine with IoT network.
Detecting spatial events and partitioning problems over multiple flow paths were the main aim
of their work. A fragmentation-based control was proposed by Kobo et al. [8] for SD wireless
network reselection mechanism and efficient controller placement. It offers an efficient route for
distributing the SD wireless networking control across the network. A nature inspired algorithm
for load balancing in SDN was presented by Akbar Neghabi et al. [9]. Load balancing would
maximize network efficiency and reliability by improving the load balancing of distribution across
multiple resources. Abdelaziz et al. [10] introduced a controller for the real setting of SDN clus-
tered with distributed controller architecture. It comprises of multiple popular SDN controllers.
The proposed distributed controller had been designed by considering the parameters like packet
loss and latency with reasonable CPU utilization and it’s outperformed without clustering.

A new hybrid SD architecture was proposed by Lee et al. [11] for integrating IoT technolo-
gies for smart environments. To enable self-configuration and SDN infrastructure, it would be
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compared with an advanced optimization for the real time network. Sub-modularity optimization
model was proposed in [12] to formulate different view of controller placement problem in
distributed network. By means of execution time and network latency, the proposed method
outperformed all the existing methods. A new routing protocol was developed in [13] to minimize
the energy consumption in heterogeneous device. SDN controller was acting as a centralized
manager, which provided security to the whole network. In [14], a set of heuristic algorithms
were presented to minimize control traffic in SD-IoT network. These two algorithms were fast
and simple heuristic algorithm which even performs better in time complexity analysis. Moreover,
Density Peak Clustering (DPC) algorithm was presented in [15] to minimize the average communi-
cation latency in multi-network area. That algorithm enhanced the stability and reliability as well
as improves the network performance. In that article [16], an effective system model was created
using SD-IoT framework against man-in-the-middle attacks in the whole network. Additionally,
that model was executed using OpenFlow protocol, Raspberry Pi, and Kodi Media center tool.

The controller placement problem is the main issue faced in the SDN network and also
the allocation of the switches to these controllers. From the analysis, it is cleared that most of
the controller placement problem in SD-IoT network degraded with large packet propagation
latency and irregular topology of controller placement. In order to overcome these issues, this
paper concentrates on the swarm intelligence-based algorithms for proper controller placement
in SD-IoT network. In the last two decades, it attracts lot of researchers to use this concept in
different kind of computer science applications. The swarm intelligence-based algorithms gain lot
of popularity among other algorithms and they have more flexible and dynamic ability in different
fields.

3 Methodology of Proposed Work

3.1 Software-Defined Network IoT
IoT can allow the combined physical and virtual objects, in which the virtual objects can only

be seen in the monitor screen. This helps to provide a new opportunity for the users to contact
the objects of worldwide. IoT can be implemented with a higher number of devices and users.
Fig. 1 explains the basic architecture of an IoT network. It consists of four basic layers namely,
the data processing layer, application layer, sensing layer, the network layer.
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Figure 1: Simple architecture of an IoT network
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In this, the different devices are connected to the IoT framework and stored all the data.
The main objective of the SD-IoT network is to organize the network using the data plane and
control plane and connect them over the internet. The selection of a suitable location of the
controller and switch in a network for reducing the latency problem is the major challenge in
the SD network [17]. Normally, controller placement leads to performance degradation as well
as resilience issues. By considering these factors an adaptive fuzzy controller placement has been
designed.

3.2 Adaptive Fuzzy Controller
The communication burdens among the single controller and a larger number of forwarders

increase the network delay because of the restricted control capability of a single controller.
Therefore, research into an IoT aims to place multiple controllers at different locations. When
deploying multiple controllers, the latency among each controller plays an important role. Also,
a real network will consider the critical factor on the controller load. Accordingly, when the
load of a controller reaches a threshold, the propagation latency will be increased between the
controller and the node. In this concept, an optimal solution to the design of the adaptive
fuzzy controller placement problem by considering the load balancing, delay constraints, failure
tolerance is defined. The objective of the proposed method is to find an optimal solution to delay
constraints, controller selection, and adaptive fuzzy controller placement by balancing the load
and reducing the propagation latency.

3.2.1 Fuzzy Logic System
The fuzzy logic system includes four stages namely, 1) the fuzzifier, 2) the knowledge base,

3) the defuzzifier, and 4) the fuzzy inference engine on fuzzy rules [18]. Then the fuzzy dynamic
system can be represented by Eq. (1).

Y (x)=

�∑
i=1

Ni�n
j ηAij(xj)

�∑
i=1

�n
j ηAij(xj)

(1)

where, Ni =maxY∈ℵuiN(Y ), Where [x= x1,x2, . . . ,xn]T represents the system input, � denoted the
number of fuzzy rules and Y represents the output of the system

The membership function is described by Eq. (2).

φi(x)=
�n
p=1uMp

i
(xp)

�∑
i=1

�n
p=1uMp

i
(xp)

(2)

Defined [N1,N2,N3, . . . ,N�]T = [λ1,λ2,λ3, . . . ,λ�]T and φ(x) = [φ1(x),φ2(x), . . . ,φ�(x)]T .
Therefore, the output of the system can be described by Eq. (3).

y(x)= λTφ(x) (3)

3.2.2 Design of Adaptive Fuzzy Control
The three steps have to be derived in this section such as adaptive laws, controller derivation

and control signals. Before deriving it has to be considered the changes in the coordinates.
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Let β i be the control signal, where i = {1, 2, 3,. . ., n} and ei is the change in coordinates. It
can be defined by Eq. (4).⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

e1 = x1
.
.
ei = xi−β i−1

en = xn−βn−1 + 1
�
xn+1

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(4)

where, xn+1 is replaced by
(

1
�

)
xn+1 in the last step of the above equation. The first immediate

control signal β1 and the adaptive law
•
�̂ are given by Eqs. (5) and (6) respectively.

β1 =−hnrn− rn�̂φT(xi)φi(xi)

2χ2
i

− ri

2
(5)

•
�̂= λiri

2
φTi (xi)φi(xi)

2χ2
i

−�i�i (6)

Here, hi,χi,λi,�i > 0 are the constants, �̂ is determined by �i and �̂i =�i−�̄i. The adaptive
law and the desired controller can be determined by Eqs. (7) and (8) respectively.

ν =−hnrn− rn�̂φT(xn)φn(xn)

2χ2
i

− rn

2
(7)

•
�̂= λnri

2
φTn (xn)φn(xn)

2χ2
n

−�n�i (8)

Here, hn,χn,λn,�n > 0 are the constants. �̂ is determined by �i and desired controller �̂i =
�i− �̃i. The following are the detailed proof.

Theory 1: Under the immediate control signal β i, adaptive law
•
�̂ and desired controller u, the

variable of the system will drive to the origin.

Proof:

Step 1:

The
•
r1 can be calculated by Eq. (9).

•
r1 = •

x1 = x2+ f1(x1)+Λ1(x, l) (9)

The Lyapunov function is defined by Eq. (10).

�1 = 1
2
r21 +

1
2λ1

∼
�2 (10)
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Then,
•

�1 can be derived from �1 and given by Eqs. (11) and (12) respectively.

•
�1 = r1

•
r1− 1

λ1
�̂

•
�̂ (11)

•
�1 = r1

(
x2+ f1(x1)+
1(x, l)+ 1

λ1

∼
�1

•
�̂

)
(12)

According to young’s equality [19], the following expression is obtained by Eq. (13).

r1Λ1(x, l)≤
r21D

2
1

2b21
+ b21

2
(13)

Substituting Eq. (13) into Eq. (12), the expression given in Eq. (14) is obtained.

•
�1 ≤ r1

(
x2 + f1(x1)+

(
r1D2

1

2b21

)
+ b21

2
− 1

λ1

∼
�1

•
�̂1

)
(14)

If f̃1(x1)= f1(x)+
(
r1D2

1
2b21

)
, then we have

∼
f1(x1)= �T

1 φ1(x1)+ τ1(x1) (15)

Here, τ1 is known as the scalar. The expression in Eq. (15) can be rewritten as Eq. (16),

•
�1 ≤ r1(x2 +�T

1 φ1(x1)+ τ1)+
b21
2
− 1

λ1

∼
�1

•
�1 (16)

By substituting the values from young’s inequality and
•

�1 represented by Eq. (17),

•
�1 ≤ r1

(
r1�1φ

T
1 (x1)φ1(x1)

2χ2
1

+ r1

2
+x2

)
+ χ2

1 + τ 2
1 + b21
2

− 1
λ1

∼
�1

•
� (17)

Here, �= ||�||2. In this work the following virtual control signal expression given in Eq. (18)
is chosen for stabilizing the first order subsystem.

β1 =−h1r1− r1�̂φT1 (x1)φ1(x1)

2χ2
1

− D1

2
(18)

Using Eqs. (17) and (18), the expression given in Eq. (19) is obtained.

•
�1 ≤−h1r1+

∼
�

λ1

(
λ1r1

2
φT1 (x1)φ1(x1)

2χ2
1

−
•
�̂

)
(19)
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Step 2:

Similarly,
•

�2 is computed as Eq. (20).

•
�2 = −

2∑
k=1

hkrk+
2∑

k=1

∼
�k

λk

⎛
⎜⎜⎝

λkrk
2
φTk

(
x̂k

)
φk

(
x̂k

)
2χ2

k

−
•

�k

⎞
⎟⎟⎠+ r2r3+

2∑
k=1

χ2
k + τ 2

k + b2k
2

(20)

Also, the value of
•

�i can be computed as Eq. (21).

•
�n =−

i∑
k=1

hkrk
2+

i∑
k=1

∼
�k
λk

⎛
⎜⎜⎝

λ1rk
2
φTk

(
•
xk

)
φk

(
x̂k

)
2χ2

k
−

•
�̂k

⎞
⎟⎟⎠+ riri+1+

i∑
k=1

χ2
k + τ 2

k + b2k
2

(21)

Finally,
•

�n can be computed as Eq. (22).

•
�n ≤−

n∑
k=1

(
h1rk

2+ �k

2λk

∼
�k

2

)
+

n∑
k=1

(
χ2
k + τ 2

k + b2k
2

+ �k�
2
k

2λk

)
(22)

Here,
•

�n can be represented as Eq. (23).

•
�n ≤−b0�n+ c0 (23)

where, b0 = min{2hk, τk}, c0 =
n∑

k=1

(
χ2
k+τ2k+b2k

2 + �k�2
k

2λk

)
. This gives a better performance as the

parameters are regulating in b0 and c0. By designing appropriate parameter, it will provide the
stability of a closed loop system. For this an optimal solution to delay constraints, controller selec-
tion by balancing the load and reducing the propagation latency is found. Here, by considering
b0 as the objective function with minimum delay and latency.

4 ESFO Algorithm

In this proposed work, ESFO is used for splitting the network and selecting the controller
based on a high density and minimum distance. Pseudocode of the proposed methodology is
displayed in Algorithm 1.

Algorithm 1: Pseudocode of ESFO algorithm

Begin
Initialize mortality rate (m), pollination rate (p), maximum no of iterations, LB, UB, population
size (n) and no of dimension (dim)
Randomly initialize the population of n flowers
Calculate objective function for all individual sunflowers based on Eq. (24).

(Continued)
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Find the best solution in the initial population.
Orient all plants towards the sun
While (k<MaxDays)

Estimate the orientation vector for each plant
Remove m (%) plants further away from the sun
Calculate the step for each plant
Best b plants will pollinate around the sun
Evaluate the new individuals
If the new individual is global best, update the sun

end while
Return best solution found

The optimized number of controllers is identified using the ESFO. The objective function can
be expressed by Eq. (24).

f =max(den)min(Dis) (24)

Here, den represents the density and Dis denotes the distance to the controllers. ESFO is a
population-based nature inspired algorithm. It mimics the movement of sunflower towards the
sun. From the movement, there will be possibility to fertilize between the neighboring flowers
closest to it. The absorbed radiation for each flower is based on the distance between it and
the sun. The sun will reduce the radiation absorbed from this as the distance increasing between
them [20]. This can be expressed by Eq. (25).

Si = Ps

4�d2i
(25)

Here, Si represents the amount of radiation, Ps is the power of sun, and distance between
the flower and the sun is represented by d. The direction is adjusted by each flower as shown by
Eq. (26).

→
D=

◦
x−xi

||◦x−xi||
(26)

where, i= 1, 2, 3, . . . ,n.
◦
x and xi represents the best and current position of flower, o denotes the

size of the population. The steps of individual flower towards the sun is given by Eq. (27).

di = χ ×P(||xi+xi−1|| × ||xi +xi−1||) (27)

Here, di represents the inertial displacement of the plant and is also the pollination proba-
bility i.e., according to each distance between the flowers, the sunflower will pollinate with the
neighboring flower and thus a new individual is generated in that position.

It has to be restricted the individuals from the maximum stepping [21]. The maximum step is
given by Eq. (28).

dmax = ||xmax−xmin||
2×Np (28)
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Here, xmax and xmin are upper and lower band values that give the objective function and Np

represents the total controllers. The new plantation will be given by Eq. (29).
→
xi+1 =

→
xi+di×

→
Di (29)

The population of the individual generation has been the starting of the algorithm and
this population may be random or even. Tab. 1 shows the parameters used in the optimization
algorithm. From these procedures the controller is selected with high density and minimum
distance, also for splitting the network. The following section discusses the main problem in the
controller placement. Flowchart of the proposed methodology is displayed in Fig. 2.

Table 1: Simulation parameters and their values

Parameters Values

Number of nodes 35
Number of controllers 3 (3, 19, 23 nodes are considered as controllers)
Packet size 64 kB
Traffic rate 10–100 pps
Number of sunflower (n) 20%
Pollination rate best values (p) 0.05%
Mortality rate (m) 0.1%
Problem dimension (d) 2%
Lower Band (LB) [−5 −5]
Upper Band (UB) [5 5]
Maximum number of iterations 100%

4.1 Controller Placement
Controller placement in SD-IoT is the main issue i.e., to meet the requirement of the network

it has to arrange the limited controllers. In a network, latency is an important factor to be
considered and the main aim is to implement a minimum-latency placement. Certain resilience
constraints have to be considered for the controller placement. For example, here it shows the
searching for the best controller placement in internet2 OS3E with k = 5 controllers [22]. Different
issues like latency between inter controllers, load unbalancing, failure of the controller, disruption
of the network, and the controller placement problem are explained in it.

POCO placement tool can be used to calculate the optimal results and the resilience against
the failure of the controller. The inclusion of resilience against controller failures are detailed
below. If a controller faces a failure condition, the nodes associated with this controller are
reassigned to some other controller having latency issues. Let Lmax be considered as the maximum
latency between nodes to the controller, q(x,y) which is the shortest path between all the nodes
x and y in the set of �. For χ ∈ 2�, maximum latency can be given by Eq. (30).

Lmax(χ)=max min q(x,y) (30)
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Figure 2: Flowchart of proposed ESFO algorithm

Here, for maximum x ∈� and minimum y ∈ χ , L�
max represents the maximum latency for the

failure free case. By considering the set scenarios ζ it takes all combinations up to n−1 controller
failure.

Let the placements χ1 be the working controller subsets of a placement which can be
considered the controller failure ζ . Then, the maximum latency is given by Eq. (31).

Lζ
max(χ)= x∈�

max
�⊂χ1⊆χ
max

y∈χ1

min q(x,y) (31)

Here, L�
max can be minimized, when controllers are placed in the network. On the other hand,

if even in work failure cases we place several controllers to reach the best L�
max.

Corresponding latency can be expressed by Eq. (32).

Lζ
max =

χ∈{χ1,χ2,....χ |xn|}
min Lζ

max(χ) (32)

The center of the network always gives the space for the controller as we expected. Fig. 2
shows the worst condition; i.e., if one controller failed its operation [23]. In this placement, they
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give the best five combinations of placement with the single controllers of k = 5. When all the
controller fails expect one, thus, the maximum latency can be defined by Eq. (33).

Lς
max(χ)= x∈�

max
y∈χ
max q(x,y) (33)

Even in the case of n − 1, the maximum latencies are low also for regular outage of the

controller, as compared to the best placement χ
ζ
max. This placement with low Lζ

max leads to an
increase of Lmax.

Fig. 3 indicates the latency in worst case of failure with the black points with black lines for
the interconnection. In failure free case, for resilient Pareto-optimal placements that give better
performance. Thus, for a selected placement it does not offer any recommendation. However, it
enables the operator for choosing the placement, which returns the Pareto optimal placement.
For most controllers, the shown placement results in high maximum latencies to other controllers,
which might be not acceptable for certain use cases. Therefore, inter-controller latency is part of
POCO’s set of analyzed objectives. It is able to handle huge network instances without sacrificing
much accuracy.

Figure 3: Latency in worst case of failure

In the case of controller-less nodes, it contains a controller for nodes always having two

neighbors, which fails its operation. Lcontroller−lessf can be defined by Eq. (34).

Lcontroller−lessf (χ)= r∈N
max

∑
x∈�

y∈χ

minhr(x,y) (34)

Here, Maximum latency on the controller less node looking for placement with failure δ is
represented by Lδ

max. Where hr(x,y) be disconnection matrices.

5 Result and Discussion

In this paper, IoT is implemented with adaptive fuzzy controller placement using the enhanced
sunflower optimization and POCO placement tool for the placement problem of controller. The
splitting of the network is done by the sunflower optimization algorithm and the controller
placement problem is solved using the Pareto optimal controller (POCO) placement tool by
considering the latency and load constraints. When a controller fails, some nodes are reassigned
to other controllers and experience increased latencies. To quantify the latencies in a network,
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we take the maximum over all node to-controller-latencies. Here, clustering is inbuilt with node
failure rectification. Furthermore, load balancing is also considered along with the propagation
delay metric. The MATLAB/Simulink is used to implement the IoT and comparing it with the
existing technique. Tab. 1 lists the simulation parameters and their values.

Here, we considered the POCO placement tool with 35 sets of nodes and controller k =
3 (3 19 33), which are shown in Fig. 4. The nodes are represented with numbers noted in a
circle and the controllers are represented by double circles. Fig. 5 represents the controller failure
node with the controller misbalancing and node 6 denotes the node failure. Therefore, it faces
the misbalancing condition and it affects the node from the latency problem and causes the delay
operation of the network. Fig. 6 represents the controller less node operation with the controller
imbalance. The color of each node, based on a traffic light color scheme, denotes the latency
to the node’s controller, which is selected based on the lowest distance. Here the controllers are
highlighted with the double circle with number 33,19 and the controller less node is represented
by 3. The proper working of the network with this controller imbalance from the maximum
imbalance is explained as follows.

Figure 4: Controller placement with nodes

Figure 5: Node failure with controller imbalance
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The controller imbalance in two cases are shown in Fig. 7, which represents the two cases
also with a different number of controllers used to represent the accurate results. Fig. 7a gives
the controller imbalance with the failure free operation in the y-axis with respect to the maximum
controller imbalance in the x-axis. The controller imbalance is taken from node 5 to node 35
and it also shows the mean value of the maximum controller imbalance. Fig. 7a show a proper
failure free condition with the controller. Fig. 7b shows the failure condition of a controller where
a controller fails its operation the other will gives a proper placement. Therefore, the POCO
placement tool gives a proper controller placement by considering the load balancing with a
reduced latency. Tab. 2 lists the comparison analysis of delay and average latency or proposed
method with existing methods.

Figure 6: Controller less node operation
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Figure 7: Controller imbalance (a) Controller imbalance with failure free conditions, (b) Contoller
imbalance with a controller failure condition

Table 2: Comparison analysis of delay and average latency

Number of controllers 2 4 6 8 10 12 14 16 18 20

Delay (ms) Proposed 2.8× 104 2.99× 104 3.2× 104 3.5× 104 3.99× 104 4.1× 104 4.5× 104 5× 104 5.2× 104 5.8× 104

PASIN 3× 104 3.4× 104 3.8× 104 4.1× 104 4.5× 104 5× 104 5.2× 104 5.5× 104 5.9× 104 6.2× 104

PSO 3.2× 104 3.8× 104 4.2× 104 4.8× 104 5.5× 104 6.1× 104 6.5× 104 6.9× 104 7.1× 104 7.5× 104

Hybrid SD 3.4× 104 4× 104 4.5× 104 5× 104 5.5× 104 6× 104 6.3× 104 6.5× 104 6.8× 104 6.8× 104

Average Proposed 400 180 100 100 100 80 60 40 40 40
latency PASIN 1100 900 590 400 340 240 220 210 220 200
(miles) PSO 500 210 180 150 150 150 100 80 80 60

Hybrid SD 900 440 390 220 200 170 170 170 150 150

Fig. 8 represents the comparison analysis of the network based on the delay response and the
average latency response by comparing it with the different recent technics. The proposed system
gives a reduced latency and delay issue as compared to the existing system. Generally, as the
number of controllers increases, the delay and latency value will seem to be increased for every
network. Each sub topology consisting of at least two nodes that can be cut off from the entire
network by at most two link- or node-failures has to be covered by at least one controller. Placing
a controller in a sub topology automatically also covers all larger sub topologies that includes the
smaller one. This allows to develop a procedure to calculate k for a topology without evaluating
πN controller-less for all possible placements. Without this trick, the computational effort to
find an optimal k could not be handled. The minimum number of controllers can be found as
follows. Pareto-optimal placements that perform better in the resilient case perform worse in the
failure free case and vice versa. Thus, POCO usually gives no recommendation for a particular
placement, but returns the set of Pareto-optimal placements, which enables the network operators
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to choose the placement that fits their needs best. For our proposed system, if the number of
controllers considered to be 6 and the value of delay, latency will be 3× 104 ms and 400 miles,
respectively and the other existing techniques like PASIN, which mentioned in the related work,
Hybrid SD [21] and PSO [24]. It will have high value of delay and latency. The latency and delay
gained by the proposed system are relatively stable and volatile as compared to the others. Thus,
the proposed algorithm is seemed to be the best solution for setting the minimum latency and
delay issues in the SD-IoT system.

Figure 8: Comparison analysis. (a) Delay response with the number of controllers, (b) Average
latency with the number of controllers

6 Conclusion

In this paper, the controller placement problem for the distributed network has been focussed,
specifically for the IoT network, and the concept of optimization algorithm has been applied
to solve the class of controller placement problem, which is common in real systems. Initially,
an adaptive fuzzy controller concept has been utilized to find an optimal solution for controller
selection in which it has balanced the load and minimized the propagation latency in whole SD-
IoT network. Finally, an effective ESFO algorithm is proposed to split the network and to select
the best controller based on high density and minimum distance value using POCO tool. The
MATLAB/Simulink is used to implement the system and compared the proposed system with the
existing techniques like PASIN, Hybrid SD and PSO. With 2 controllers, the proposed method
obtains 400 miles as average latency, which is 22.2% smaller than PSO, 76.9% lesser than hybrid
SD and 91.89% lesser than PASIN. In the future, we intend to test the proposed strategy in
realistic scenarios and design a dynamic provision mechanism for the SDN Controller. Moreover,
different performance metrics like energy consumption, and response time must be considered in
the future work to improve the quality of service (QoS) in IoT networks.
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