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Abstract: With recent advances made in Internet of Vehicles (IoV) and
Cloud Computing (CC), the Intelligent Transportation Systems (ITS) find it
advantageous in terms of improvement in quality and interactivity of urban
transportation service, mitigation of costs incurred, reduction in resource
utilization, and improvement in traffic management capabilities. Many traffic-
related problems in future smart cities can be sorted out with the incorporation
of IoV in transportation. IoV communication enables the collection and dis-
tribution of real-time essential data regarding road network condition. In this
scenario, energy-efficient and reliable intercommunication routes are essential
among vehicular nodes in sustainable urban computing.With this motivation,
the current research article presents a new Artificial Intelligence-based Energy
Efficient Clustering with Routing (AI-EECR) Protocol for IoV in urban com-
puting. The proposed AI-EECR protocol operates under three stages namely,
network initialization, Cluster Head (CH) selection, and routing protocol.
The presented AI-EECR protocol determines the CHs from vehicles with
the help of Quantum Chemical Reaction Optimization (QCRO) algorithm.
QCRO algorithmderives a fitness functionwith the help of vehicle speed, trust
level, and energy level of the vehicle. In order to make appropriate routing
decisions, a set of relay nodes was selected usingGroupTeachingOptimization
Algorithm (GTOA). The performance of the presented AI-EECR model, in
terms of energy efficiency, was validated against different aspects and a brief
comparative analysis was conducted. The experimental outcomes established
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that AI-EECR model outperformed the existing methods under different
measures.

Keywords: Vehicular communication; internet of vehicles; energy efficient;
smart transportation; smart city; urban computing

1 Introduction

Transportation is one of the basic activities for effective functioning of cities. The concept of
cities has been greatly influenced by prosperity and development of transportation. Transportation
and urban system developments are significantly correlated to each other. The concepts such as
location of the city and land rent demonstrates the relationship between urban land and transport
utilization [1,2]. In order to provide sufficient transportation facilities, with restricted assets in
cities, Intelligent Transportation System (ITS) has been developed. ITS employs Information and
Communication Technology (ICT) to effectively use the existing transport framework with goals
such as enhancing transportation facilities and decrease air pollution, congestion, and accidents.
In the past two decades, the idea of “smart cities” have attained more popularity, thanks to phe-
nomenal growth of ICT and intense support from huge technology vendors. Several cities across
the globe started carrying out general methods to improve urban facilities, utilizing techniques in
terms of smart city enterprises.

In spite of distinct emphases made upon and descriptions about the label ‘smart city’ [3], the
application of techniques in enhancing the standards of living forms the crux. Energy efficient
solutions and reduction of emissions have become significant factors for smart transportation in
urban computing. Indeed, energy saving is considered as the main advantage and is generally
estimated through cost value analyses so as to justify the investment made in ITS. In fact, trans-
portation accounts for 1/5th of energy utilization across the globe, with customer road transport
being the large allocation. But it is complex to effectively decrease the usage of energy spent on
transportation in general and urban regions. Urban transportation requires management which
is enabled by ITS so as to achieve the main result i.e., reduction of climate changes [4]. In
a sustainable environment i.e., reduction of climate changes and low energy consumption, ITS
investment becomes a major part in the context of a smart city. So, it is critical to understand
the technological and institutional situations of energy saving advantage.

Internet of Vehicles (IoV) is an innovative form of classical Vehicular Ad-Hoc Network
(VANET) based on applicability, scalability, and infrastructure. This progression leads to the
improvement of several communications that occur at road level between infrastructure and
humans [5,6]. Numerous investigations have developed several applications and methods like traffic
management, road safety, network congestion, routing strategies, and data distribution [7]. In
relation to VANET, IoV has an advantage i.e., extending the application of ITS in several research
fields and industries [8,9]. Further, it is easy to implement and has quick access to internet as
well. IoV allows the allocation of data amongst vehicles and provides useful information such as
parking details, fuel stations, availability of hotels, and other information. Another advantage is
its ability to preserve information on several related vehicles (i.e., scalability).

1.1 Energy Efficient Solutions for Smart Transportation
A number of research works has been conducted upon vehicular packet transmission and

clustering to enhance the energy efficiency of network [10,11]. In fact, clustering simplifies the
stable and scalable network frameworks and transmission. It has a goal i.e., to group the vehicles
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under different number of clusters based on specific procedures. Every vehicle in cluster framework
could perform distinct operations like Cluster Head (CH) and Cluster Member (CM)/gateway. In
clustering, CH performs as an accessing point and manages traffic control and the performance
of QoS. Each vehicle interacts straightaway in one cluster [12,13] or else, the interaction that
occurs among the vehicles should depend on CHs. The volume of data utilized to store the
network conditions gets decreased when using clustering method. Similarly, routing depends upon
clustering as it enhances the ability of IoV. In fact, clustering generates a virtual backbone for
transmission for efficient supply of information in IoV and it also exploits the rare assets, for
instance, bandwidth. Assuming that the vehicles on road could be made as cluster, routing depends
upon clustering, an appropriate one for VANET.

1.2 Paper Contributions
The current research article presents a new Artificial Intelligence based Energy Efficient Clus-

tering with Routing (AI-EECR) protocol for IoV in urban computing. The proposed AI-EECR
protocol operates under three stages namely, network initialization, Cluster Head (CH) selection,
cluster construction, and routing protocol. The presented AI-EECR protocol selects the CHs from
vehicles using Quantum Chemical Reaction Optimization (QCRO) algorithm. QCRO algorithm
derives a Fitness Function (FF) with the help of vehicle speed, trust level, and energy level of the
vehicle. For routing process, a set of relay nodes was elected using Group Teaching Optimization
Algorithm (GTOA). To validate the performance of the proposed AI-EECR protocol, a set of
experiments was conducted and the results were inspected under distinct aspects.

1.3 Paper Organization
The upcoming sections of the paper are as follows. The clustering and routing techniques

designed earlier for IoV are discussed in Section 2. Then, the proposed AI-EECR technique is
elaborated in Section 3 whereas the results are validated in Section 4. At last, the conclusions are
drawn in Section 5.

2 Literature Review

In this section, a detailed review is conducted upon state-of-the-art energy-efficient clustering
and routing techniques, particularly developed for IoV.

2.1 Prior Works on Clustering Algorithms for IoV
Aadil et al. [14] concentrated the steadiness of IoV topology in a dynamic platform. The study

presented a metaheuristic dragonfly based clustering technique named CAVDO to achieve cluster-
based packet route optimization so as to create a stable topology. Further, in this study, Mobility
Aware Dynamic Transmission Range algorithm (MA-DTR) was utilized for communication range
adjustment based on traffic density. In order to guarantee the steadiness of self-organized com-
munication structure, Lin et al. [15] proposed a content-aware stable multimedia communication
technique for IoV. This technique controls multimedia communication within a specific range and
is integrated with the communicated multimedia information of the adapted vehicle.

In Khan et al. [16], a new method based on Moth Flame Clustering Technique for IoV
(MFCA-IoV) was presented. MFO is a nature simulated technique. MFCA-IoV ensures optimized
clustering for reliable communication and is calculated analytically with a popular method. Grey
Wolf Optimization (GWO) technique was utilized to cluster and is termed as GWOCNETs and
MOPSO whereas clustering techniques that depend on ACO for VANET are CACONET and
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CLPSO. Ebadinezhad et al. [17] presented a new smart system-based method i.e., CACOIOV
which stabilizes the topology with the help of metaheuristic clustering technique, depending upon
the improvement of ACO in two different phases for packet route optimization. Cheng and
Huang [18] developed a center-based clustering technique to support a self-organized VANET for
ensuring stability of the cluster and reduce frequent changes in the state of vehicles on highways
upon two metrics. A new CH election method was presented earlier to reduce the effect of
vehicle movement variances. Gasmi et al. [19] proposed a novel Geographical Information based
Clustering Algorithm ‘GICA’ predetermined on IoV platform.

2.2 Prior Works on Routing Algorithms for IoV
Zaheer et al. [20] presented a VANET architecture for smart cities which allows route selection

based on real world information, established from adjacent vehicle, in ad-hoc method. The study
utilized VANET architecture to implement a smart transportation system. Both preprocessing and
data collection were done for distinct routes between two metropolitan cities of an emerging
country. Omar et al. [21] emphasized on the improvement of a combined routing protocol for IoV
setting. Reinforcement Learning (RL) and Greedy Perimeter Stateless Routing (GPSR) were com-
bined to define a route that depends upon the need. Later, mobility method was implemented to
reduce road collisions. Finally, the study concentrated on traffic management to handle mobility,
loss, and delay of network and to encounter the application needs. Abbas et al. [22] proposed an
optimum and cost-effective routing protocol for IoV that can overcome the challenges faced since
the existing frameworks are ineffective in handling scalability and flexibility issues. As a result,
the presented framework, combined the developing network standard called Software Defined
Networking (SDN) in IoV. When the presented protocol was applied, it assessed the cellular
network to transmit control messages from the controller at less delay.

In Yasser et al. [23], V2V execution was performed as an independent factor in ITS framework
among emerging countries without Road Site Units (RSU) framework so as to overcome the
present problems. Thus, the overall simulations were made for distinct VANET routing protocol
with the help of Opnet simulator so as to select the optimum protocol for V2V execution. Later,
an optimum V2V routing protocol was proposed depending on Key Performance Indicator while
its perspectives were utilized to correlate two distinct frameworks i.e., one with V2V + RSU
execution and another with the presented V2V execution. Zhang et al. [24] investigated VANET
problem in sparse network settings and looked for alternatives that involve epidemic routing. The
researchers proposed a BBR protocol for partial-related VANET. BBR protocol was able to endure
network partitioning, owing to its low node density and high node mobility. The efficiency of BBR
and epidemic routing was estimated through Geographic and Traffic Information (GTI) based
mobility method which considered usual high-way situations. Furthermore, it is advantageous to
have a combination of Cloud Computing (CC) technique with vehicle. This innovative technique
allows the resources, applications, and data to be stored in remote servers and areas under cloud
and so it is easily accessed by users with low capacity.

3 Materials and Methods

3.1 System Model
IoV possesses the characteristics of high mobility and non-uniform spatial distribution of

vehicles which result in adequate topology modifications and network links’ disconnectivity. To
resolve these issues, a clustered IoV network is designed to offer energy-efficient and reliable
communication. Fig. 1 shows the fundamental model of IoV. In generic vehicular service scenario,
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a group of vehicles is combined to form moving clusters. The clusters hold a leader called Cluster
Head (CH) which is able to manage the data regarding CMs and data transmission. In this
research article, the following assumptions are made. Every vehicle has an identifier and an OBU.
GPS service is offered to collect basic information like present position of the vehicle, velocity,
and moving direction. The vehicles communicate the data among themselves via beacon signals.
The beacon message gets advertised and gathered at each beacon interval that comprises of vehicle
id, position, velocity, moving direction, etc.

Figure 1: Network model for IoV 3.2 system architecture

Fig. 2 shows the overall architecture of the proposed model. The vehicles in the network are
initialized primarily and the data regarding neighboring vehicles that exist in smart transportation
environment are collected. Then, QCRO algorithm is applied to select an appropriate set of
CHs and the clusters of vehicles are constructed. Afterwards, GTOA-based routing technique is
executed to determine the relay nodes at intersection so as to determine the condition of network
by allocating weights to each road segment. This way, the routes with minimal weights can be
designated as the optimal path for data forwarding. The inclusion of GTOA helps in attaining
optimal paths for smart transportation facilities in urban areas. Finally, the vehicles transmit the
data among themselves in an energy efficient manner.
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Figure 2: The overall process of the proposed method

3.2 CH Selection Algorithm
CRO includes a pair of collisions to ensure the occurrence of inter-molecular and uni-

molecular chemical reactions inside the closed container with Nm molecule. An inter-molecular
collision can create a novel molecule with a group of more than two molecules or it can ensure
there is no creation of some novel molecules as a result of ineffectual inter-molecular collision.
Likewise, uni-molecular collision can generate novel molecules through wall behind the decompo-
sition of molecule or it may go ineffectually, for instance, on-wall ineffectual collision.

1) On-wall ineffectual collision: The reason is attributed to lesser perturbation from the
molecules, if it hits the container wall. Assume ϕ and ϕ′ are the form of molecules under
pre- and post-collision correspondingly. Therefore, an update is performed, when Eq. (1) is
fulfilled.

PEφ +KEφ ≥PEφ′ (1)

where PE and KE represent potential energy and kinetic energy correspondingly.

2) Decomposition: During this stage, the molecule divides into more than two molecules if
the container wall is hit. Assume φ is the original form whereas the attained forms are
φ1′ and φ2′. When original molecule and the outcome molecules fulfill Eq. (2), then the
decomposition is permitted.

PEφ +KEφ ≥PE
φ
′
1
+PE

φ
′
2

(2)
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Generally, Eq. (2) does not succeed frequently since few parts of energy in buffer solution
catalyzes the reaction as expressed in Eq. (3).

PEφ +KEφ + buffer≥PE
φ
′
1
+PE

φ
′
2

(3)

When Eqs. (2) and (3) are not fulfilled, the decomposition reaction does not happen.

3) Inter-molecular ineffectual collision: During this model, more than two molecules collide
with each other, producing lesser perturbations with energy transfer. Let φ ′

1 and φ′
2 denote

the outcome forms that are neighborhood of original forms, φ1 and φ2. Eq. (4) gets
fulfilled after the implementation of modifications.

PEφ1 +KEφ1 +PEφ2 +PEφ2 ≥PE
φ
′
1
+PE

φ
′
2

(4)

When Eq. (4) is not fulfilled, the molecules continue as φ1 and φ2.

4) Synthesis: A new molecule is produced during later collision between more than two
molecules. This kind of collision is so drastic while its outcome creates various forms of
original molecules [25]. Consider φ1 and φ2 are original molecules whereas the formation
of outcome molecule is φ′. When the criteria in Eq. (5) is fulfilled, only then the synthesis
occurs. Otherwise, the molecules maintain its original forms.

PEφ1 +KEφ1 +PEφ2 +KEφ2 ≥PEφ′ (5)

During this chemical reaction, the population of molecules differs. This may occur due
to multiple reasons such as improvement in the count of molecules from decomposition and
uni-molecular collision or reduction of synthesis from intermolecular collisions. To enhance the
efficiency of CRO model, Quantum Computing (QC) is used.

QC is a novel computing method that implements the models connected to quantum theory
like quantum entanglement, state superposition, and quantum measurement. One of the funda-
mental units of QC is qubit. Two simple states |0〉 and |1〉 procedure is a qubit and is represented
as a linear combination of two simple states as provided herewith.

|Q〉 = α|0〉+β|1〉 (6)

|α|2 implies the probabilities of monitoring state |0〉 and |β|2 refers to probabilities of monitoring
state |1〉, where |α|2 + |β|2 = 1. Quantum is composed of n qubits. Because of the nature of
quantum superposition, all quanta possess 2n feasible values. The n-qubits quantum is referred to,
as given below.

� =
2n−1∑
x=0

Cx|x〉,
2n−1∑
x=0

|Cx|2 = 1 (7)

A quantum gate alters the state of qubits namely, NOT gate, Hadamard gate, rotation gate,
etc. Fig. 3 illustrates the flowchart of CRO technique [26].

A rotation gate is determined as given below.[
αd(t+ 1)
βd(t+ 1)

]
=

[
cos(�θd) −sin(�θd)

sin(�θd) cos(�θd)

] [
αd(t)
βd(t)

]
for d = 1, 2, . . . ,n. (8)
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Figure 3: The flowchart of CRO technique

�θd =�×S (αd , βd), �θd implies the rotation angle of qubit, where � and S(αd , βd) denote
size and way of rotation correspondingly.

The FF of QCRO algorithm, for CH selection in IoV, is derived in Eq. (9) and is employed
as a multi-objective FF.

Fitnessk =ω1 ∗ function1+ω2 ∗ function2 (9)

where ω1 and ω2 denote the corresponding weights for combined FF. In QCRO, function1 is Δ

variance to clusters from route length α. But, function2 is obtained as a sum of CMs distance in
CH’s to every cluster.

function1(Δ_D)=
|α|∑
x=1

Absolute(degree◦ − |CMsx|) (10)

where ‘Absolute’ is a function used to obtain absolute value, and |CMsx| are CMs of current
cluster x in whole route length, |α|degree◦ is the constant value that demonstrates the degree
of density to all clusters. It is identified that the user has minimum value to lower density and



CMC, 2022, vol.70, no.3 5843

superior to denser cluster [27]. For instance, if Δ_D is zero, then the clustering remains optimal.
The less variance to value, results in better clustering, with respect to user specification. Function2
FF is computed by Eq. (3) and is expressed below.

function2(sum of Distance)

=
|α|∑
x=1

⎛
⎝cHD(q)∑

Q

EucledianDistance
(
cHD(q), cMRQ,q

)⎞⎠ (11)

where initial Euclidian distance is computed for every |α| cluster. It defines the sum of Inter-
Vehicular Nodes (IVN) CMsQ,q distance from cHD(q)) to all clusters (q) in entire clusters |α|.
3.3 Optimal Route Selection Algorithm

Next to CH selection, GTOA is used to select the optimal route for inter-vehicle commu-
nication in IoV. The presented GTOA is simulated with group teaching method. The presented
GTOA model is intended to enhance the skills of entire class by inspiring group teaching model.
Assuming that several variances exist amongst students, it can be difficult to teach the group as
exists in practice. There are two stages involved in the presented group teaching mechanism such
as ability grouping, teacher allocation, teacher, and student stage [28]. All the four stages are
explained in detail with regards to four determined principles.

3.3.1 Ability Grouping Stage
With no loss of generality, an entire class’ skill is considered as the normal distribution, which

is expressed herewith.

f (x)= 1√
2πδ

e
−(x−u)2

2δ2 (12)

where x implies the essential value of the normal distribution function, u represents the mean
knowledge of entire class and δ refers to SD. Here, SD δ reveals the variances of skill amongst
students. An optimal teacher assumes not only to enhance the mean knowledge u, but also
decreases the SD δ.

3.3.2 Teacher Stage
Teacher stage denotes that one student acquired the skill from his/her teacher which is

equivalent to the determined second rule. A teacher creates various teaching plans for average and
outstanding groups under the presented GTOA.

Teacher Stage I: The teacher concentrates on enhancing the outstanding group, owing to their
strong learning skills, based on the presented GTOA and as completed in TLBO. Additionally,
the teacher also attempts his/her optimal skills to improve the mean knowledge of entire class.
Furthermore, the variances of accepting knowledge amongst students needs to be examined.

xt+1
teacher,i = xti + a× (Tt−F × (b×Mt+ c× xti)) (13)

Mt = 1
N

N∑
i=1

xti (14)
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b+ c= 1 (15)

where t refers to the presented amount of iterations, N signifies the count of students, xti denotes
the knowledge of student i at time t, Tt implies the knowledge of teacher at time t, Mt represents
the mean knowledge of the group at time t,F signifies the teaching aspect which elects the
teaching outcomes of teacher, xt+1

teacher,i defines the knowledge of student i at time t learned from

his/her teacher and finally a, b, and c are three arbitrary numbers in the range of 0 to 1.

Teacher Stage II: Assuming the worst capability of acquiring knowledge, the teacher pays
heavy focus on average group to outstanding group depending on 2nd rule, it inclines to enhance
the skill of students in the viewpoint of separate student.

xt+1
teacher,i = xti + 2× d× (Tt− xti) (16)

where d represents the arbitrary number in the range of [0, 1]. Also, one student could not gain
knowledge from teacher stage and is considered as follows (take the minimal issue as an instance).

xt+1
teacher,i =

{
xt+1
teacher,i, f (x

t+1
teacher,i) < f (xti)

xti , f (x
t+1
teacher,i)≥ f (xti)

(17)

3.3.3 Student Stage
In student stage, there involves student stage-I and student stage-II which equivalent to 3rd

rule declared earlier. During spare time, one student acquires his/her skill through two models
i.e., one through self-learning and other through communication with another students which are
given herewith.

xt+1
student,i =

{
xt+1
teacher,i+ e× (xt+1

teacher,1− xt+1
teacher,j)+ g× (xt+1

teacher,i− xti) , f (x
t+1
teacher,i) < f (xt+1

teacher,j)

xt+1
teacher,i− e× (xt+1

teacher,i− xt+1
teacher.j)+ g× (xt+1

teacher,i− xti) , f (x
t+1
teacher,i)≥ f (xt+1

teacher:j)
(18)

where e and g are two arbitrary numbers in the range [0, 1], xt+1
student,i implies the skill

of student i at time t by learning in student stage and xt+1
student,j represents the skill of

student j at time t acquired through learned from a teacher. Assuming that the student
j (j ∈ {1, 2, . . . , i− 1, i+ 1, . . . , N}) is arbitrarily elected, in Eq. (18), 2nd and 3rd items
on the right side denotes that the skill is acquired based on other students and self-learning
correspondingly.

Also, one student could not obtain skill in student stage and is written as (take the minimal
issued as in instance) follows.

xt+1
i =

{
xt+1
teacher,i, f (x

t+1
teacher,i) < f (xt+1

student,i)

(xt+1
student,i), f (x

t+1
teacher,i)≥ f (xt+1

student,i)
(19)

where xt+1
i defines the knowledge of student i at time t+ 1 after the learned cycle.
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3.3.4 Teacher Allocation Stage
According to the well-defined fourth rule, creating an optimal teacher-shared model is the

most essential step to improve the skills of students. The teacher shared in the presented model
is determined as given herewith.

Tt =

⎧⎪⎪⎨
⎪⎪⎩
xtfirst, f (xtfirst)≤ f

(
xtfirst+xtsecond+xtfirst

3

)
xtfirst+xtsecond+xtfirst

3 , f (xtfirst) > f
(
xtfirst+xtsecond+xtfirst

3

) (20)

where xtfirst xtsecond and xtthird are the first, second, and third optimal students correspondingly.
To accelerate the convergence of the presented GTOA, average and outstanding groups shared a
similar teacher.

3.3.5 Fitness Function for Optimal Route Selection
GTOA derives an FF to achieve data forwarding set selection. The aim of FF is to normalize

the integrated effect on distance to target, node mobility, and bandwidth to select relay vehicles
for data transmission. Besides, FF involves a total of four elements with individual criterion as
given in Eq. (21).

F = optimize(∅1F1 +∅2F2+∅3F3+ (1−∅1 −∅2−∅3)F4) (21)

where, ∅1,∅2, and ∅3 denote the weighing factors. Here, the primary element F1 states the
Euclidean distance between chemical reaction and the receiving vehicle. It is appropriate that
a chemical reaction, encompassing the minimum distance toward receiving end, is chosen for
subsequent forwarding vehicle. This is attained based on the fact that a transmitting vehicle can
attain geographical location of the target vehicle (xD,yD) by enquiring its location as well as based
on the respective location of its neighboring vehicles in Cooperative Awareness Messages (CAM).
By leveraging the location (xn,yn) of a chemical reaction n,F1 can be defined as follows

F1 = ‖xn−xd‖ =
√

(xn−xd )2+ (yn− yd)2 (22)

The second term F2 portrays the mobility level of chemical reaction. To eliminate the network
segmentation issue, a chemical reaction with least mobility is referred. The average speed for a
chemical reaction in recent time Ts can be defined as follows

F2 = 1
Ts

Ts∑
ts=1

√
(xts −xts−1)

2+ (yts − yts−1)
2 (23)

where (xts ,yts) and (xts−1 ,yts−1) denote the geographical positions of chemical reaction at time ts
and ts−1 respectively.

In order to improve QoS, bandwidth is an important parameter that is treated as 3rd term
F3 during optimization. To determine the bandwidth level, the Available Bandwidth Estimator
(ABE) scheme is employed. ABE generalizes channel monitoring to compute the occupancy ratio
of nodes with detached emission, probabilistic incorporation of values to synchronize nodes,
approximation of collision likelihood between the nodes, and distinct overhead.

F3 = (1−A).(1− pc).ts.tr.B (24)
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where A means excessive overhead owing to binary exponential backoff model and pc infers the
collision likelihood of hello packets. ts and tr indicate the idle timing of transmitting and receiving
ends correspondingly. B indicates the ability of link between transmitter and the receiver. The
concluding element F4 offers a degree associated with chemical reaction. At that time, F4 can be
defined as follows.

F4 = |Ndeg| (25)

where, |Ndeg| specifies the number of neighboring vehicles. The vehicle located near the optimum
location is chosen as the forwarding vehicle for communication.

4 Performance Validation

4.1 Implementation Setup
The presented technique was simulated in an environment combining NS-2 simulation tool

and VanetMobiSim. The mobility was experimented on one-directional roadway spanning 6 km
length with three lanes and two RSU-G. The parameters, utilized in the simulation, are listed in
Tab. 1. An area of 6000 m× 50 m was utilized to simulate 60 to 80 vehicles. The vehicles travel
with a velocity of 10 to 35 m/s while the highest velocity was maintained at 40 m/s. In order to
validate the efficiency of the proposed EHCP, the parameters were tested for N-hop, and DMCNF
too.

Table 1: Simulation settings

Parameter Value

Simulation time 360 s
Area 6000 m× 50 m
Communication range 100–300 m
No. of RSU-G 2
Vehicle density 60–180
Velocity 10–35 m/s

4.2 Results Analysis
Tab. 2 shows the results obtained from a detailed comparison of the presented AI-EECR

technique against existing models [9] under varying velocity rates. Fig. 4 demonstrates the average
lifetime of CH (ALCH) analysis of AI-EECR model under distinct velocities. The figure demon-
strates that AI-EECR model gained the maximum ALCH over other methods under different
velocity rates.

For instance, under the velocity of 10 m/s, AI-EECR model attained a high ALCH of 185,
whereas other methods such as N-hop, DMCNF, and HCP-MIV models obtained the least
ALCH values such as 94, 142, and 172 respectively. Likewise, under the velocity of 20 m/s, the
presented AI-EECR method achieved a maximum ALCH of 187, whereas N-hop, DMCNF,
and HCP-MIV methodologies accomplished minimum ALCH values such as 90, 130, and 163
respectively. Similarly, under the velocity of 30 m/s, AI-EECR technique attained a high ALCH
of 175, whereas N-hop, DMCNF, and HCP-MIV models attained least ALCH values such as 85,
123, and 155 correspondingly. Fig. 5 showcases the results for Average Lifetime of CM (ALCM)
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analysis obtained by AI-EECR method under distinct velocity rates. The figure exhibits that AI-
EECR method gained the maximum ALCM over other methods under different velocity rates.
For instance, under the velocity of 10 m/s, AI-EECR approach attained a superior ALCM of 225,
whereas the N-hop, DMCNF, and HCP-MIV models obtained the least ALCM values such as
132, 175, and 199 respectively. In addition, under the velocity of 20 m/s, AI-EECR model achieved
a high ALCM of 229, whereas N-hop, DMCNF, and HCP-MIV models obtained the least ALCM
values such as 109, 178, and 199 correspondingly. Also, under the velocity of 30 m/s, AI-EECR
model attained a high ALCM of 239, whereas N-hop, DMCNF, and HCP-MIV models obtained
the least ALCM values such as 89, 182, and 190 correspondingly.

Table 2: Result of the analysis of proposed and the existing methods under distinct measures

Average lifetime of cluster head vs. velocity

Velocity (m/s) N-hop DMCNF HCP-MIV AI-EECR

10 94 142 172 185
15 91 129 165 192
20 90 130 163 187
25 88 127 160 190
30 85 123 155 175
35 75 115 153 184

Average lifetime of cluster member vs. velocity

Velocity (m/s) N-hop DMCNF HCP-MIV AI-EECR

10 132 175 199 225
15 130 177 200 236
20 109 178 199 229
25 93 180 198 234
30 89 182 190 239
35 75 180 188 228

Average cluster count vs. velocity

Velocity (m/s) N-hop DMCNF HCP-MIV AI-EECR

10 8.60 8.50 6.30 5.20
15 8.70 8.60 6.50 5.30
20 8.80 8.70 6.60 5.50
25 8.90 8.80 6.80 5.50
30 9.20 9.00 6.90 5.70
35 10.00 8.90 7.00 6.30

Fig. 6 portrays the outcomes of average cluster count analysis obtained by AI-EECR model
in terms of average cluster count. From the figure, it is obvious that the proposed AI-EECR
model performed well and obtained minimal cluster count under all velocity rates. For instance,
on the applied velocity of 10 m/s, AI-EECR model offered the least average cluster count of 5.2,
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whereas other methods namely, N-hop, DMCNF, and HCP-MIV models achieved high average
cluster counts such as 8.6, 8.5, and 6.3 respectively.

Figure 4: Average CHL analysis of AI-EECR model

Figure 5: Average CML analysis of AI-EECR model

Fig. 7 shows the results for average Communication Overhead (CO) analysis of the proposed
AI-EECR method under distinct velocity rates. The figure demonstrates that AI-EECR approach
gained a low average CO over other methods under different velocity rates. For instance, under
the velocity of 10 m/s, AI-EECR method attained a minimum average CO of 8.51, whereas N-
hop, DMCNF, and HCP-MIV models attained high average CO values such as 17, 14, and 9.56
correspondingly. Besides, under the velocity of 20 m/s, AI-EECR model attained a low average
CO of 9.32, whereas N-hop, DMCNF, and HCP-MIV models obtained high average CO values
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being 19, 14.60, and 11 respectively. Furthermore, under the velocity of 30 m/s, AI-EECR model
attained a less average CO of 10.14, whereas N-hop, DMCNF, and HCP-MIV models obtained
superior average CO levels such as 22, 15, and 12.5 respectively.

Figure 6: Average cluster count analysis of AI-EECR model

Figure 7: Average communication overhead analysis of AI-EECR model

8 demonstrates the results for average delay analysis obtained by AI-EECR technique under
distinct vehicles. The figure portrays that AI-EECR model gained a minimum average delay
over other models, under count of vehicles. For instance, under 60 vehicles, AI-EECR technique
attained a minimal average delay of 1750, whereas N-hop, DMCNF, and HCP-MIV methodolo-
gies attained high average delays such as 4600, 3500, and 2550 respectively. In the meantime, under
120 vehicles, AI-EECR model attained a low average delay of 1080, whereas N-hop, DMCNF,
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and HCP-MIV models obtained high average delays such as 3200, 1600, and 1350 respectively.
Simultaneously, under 180 vehicles, AI-EECR algorithm attained a less average delay of 430,
whereas N-hop, DMCNF, and HCP-MIV models reached superior average delays such as 2200,
1100, and 550 correspondingly as shown in Fig. 8.

Figure 8: Average delay analysis of AI-EECR model

Figure 9: Average PDR analysis of AI-EECR model

Fig. 9 exhibits the results of Average PDR (APDR) analysis obtained by AI-EECR algorithm
under different vehicles. The figure demonstrates that AI-EECR model gained the maximum
APDR over other methods under different count of vehicles. For instance, under 60 vehicles,
AI-EECR model achieved a high APDR of 0.78, whereas N-hop, DMCNF, and HCP-MIV
techniques obtained low APDR values such as 0.20, 0.43, and 0.65 correspondingly. Additionally,
under 120 vehicles, AI-EECR model attained a high APDR of 0.91, whereas N-hop, DMCNF,
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and HCP-MIV models achieved low APDR values being 0.41, 0.62, and 0.79 respectively. At the
same time, under 180 vehicles, AI-EECR model attained a high APDR of 0.96, whereas N-hop,
DMCNF, and HCP-MIV algorithms obtained the least APDR values of 0.57, 0.79, and 0.94
correspondingly. The enhanced process is due to the integration of QCRO based CH selection,
and GTOA based routing protocol.

5 Conclusion

The current research article developed an energy-efficient and reliable cluster-based rout-
ing protocol named AI-EECR for IoV in urban computing. The proposed AI-EECR protocol
operates under three stages namely, network initialization, CH selection, and routing protocol.
Once the vehicles are initialized, CH selection process occurs effectively by QCRO algorithm.
Besides, GTOA-based routing technique is implemented for optimal selection of routes for inter-
vehicular communication. The inclusion of GTOA helps in attaining the optimal path for smart
transportation facilities in urban areas. In order to validate the performance of the proposed AI-
EECR protocol, a set of experiments was carried out and the results were inspected under distinct
aspects. The experimental outcomes established that AI-EECR model outperformed the existing
methods under different measures. Particularly, with the existence of 180 vehicles, AI-EECR model
attained a high APDR of 0.96. The future works are suggested to concentrate on the adoption
of trust-based framework in IoV networks. Besides, privacy preservation techniques can also be
designed in order to ensure security in IoV.
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