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#### Abstract

Automatic License Plate Recognition (ALPR) systems are important in Intelligent Transportation Services (ITS) as they help ensure effective law enforcement and security. These systems play a significant role in border surveillance, ensuring safeguards, and handling vehicle-related crime. The most effective approach for implementing ALPR systems utilizes deep learning via a convolutional neural network (CNN). A CNN works on an input image by assigning significance to various features of the image and differentiating them from each other. CNNs are popular for license plate character recognition. However, little has been reported on the results of these systems with regard to unusual varieties of license plates or their success at night. We present an efficient ALPR system that uses a CNN for character recognition. A combination of pre-processing and morphological operations was applied to enhance input image quality, which aids system efficiency. The system has various features, such as the ability to recognize multi-line, skewed, and multifont license plates. It also works efficiently in night mode and can be used for different vehicle types. An overall accuracy of $98.13 \%$ was achieved using the proposed CNN technique.
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## 1 Introduction

Intelligent Transportation Systems (ITS) [1] have undergone significant development over the past few decades. These systems are designed and used to enhance the movement of traffic. They aid in minimizing the adverse impact of vehicles on the environment. They gather all the data related to a vehicle to support a real-time monitoring mechanism [2]. A significant component of ITS is an automatic license plate recognition system. Each vehicle has a license plate with a unique identification number that is used for recognition purposes so that no tags, external
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cards, or transmitters are required [3]. The Automatic License Plate Recognition (ALPR) system was designed to recognize the license plates of vehicles. Machine Learning (ML) techniques were utilized for the execution of the character recognition step. ML is a term that signifies the capability of the system to learn and grow from its experiences. These techniques have been completely overshadowed by Deep Learning (DL) techniques, which provide better results. DL is mainly used for decision-making purposes but can include many other applications. This type of learning is highly beneficial in the fields of image analysis, speech and facial recognition, translation of languages, and emotion recognition [4]. These two learning techniques have been useful for traffic law enforcement and ITS, as these are the driving forces for designing an efficient ALPR system.

The ALPR system is a key component of modern transportation facilities. It aids in the provision of smart services, like traffic law enforcement, smart parking, electronic toll collection [5], and border control. The system has problems recognizing license plates due to weather conditions, orientation of captured images, and license plate color, texture, and shape. This work contributes a newly designed ALPR system that has the following features:

- A CNN-based architecture that can detect and recognize the license plate of a vehicle
- The system works on variations of license plates, such as those that have multiple fonts, are skewed, or have multiple lines of text.
- The system applies to different classes of vehicles, such as cars, auto-rickshaws, and bikes.
- The proposed CNN-based ALPR system is feasible for working in night mode.

The rest of this paper is organized as follows. Section 2 introduces the existing works in the research domain, including the various types of license plates and capturing modes. Section 3 describes the system design, method, and features of the proposed work, along with the graphical results and input images. Section 4 depicts the comparative analysis of existing work and the average recognition accuracy table. Finally, section 5 concludes and discusses future work.

## 2 Related Work

In this section, we briefly explain some recent research related to ALPR systems. The template matching technique is used for vehicle character recognition. In one study [6], the researchers discussed an ALPR system using extracted features based on template matching. Their approach to license plate data detection used gray scaling, dilation, normalization, and the Sobel operator for vertical edge detection while segmentation was performed by binarizing the image. OCR was performed by template matching using cross-correlation. A similar approach was proposed in [7], where researchers designed a program to recognize OCR-based car number plates by using template matching and the bounding box method. One study [8] recommended an ALPR system that uses technology for effective vehicle tracking based on machine learning. The extraction of the license plate data was performed by the bounding box technique and the template matching technique was used for character recognition.

Indian license plate recognition has always been a critical issue. Thus, several authors have developed ALPR systems specifically for Indian vehicles. In one study [9], researchers designed an ALPR system for an Indian university campus. The approach had three main modules: a) Faster R-CNN for training, b) Pre-processing that involves the Top-hat and Black-hat transforms and Gaussian smoothing filter, and c) the Tesseract OCR. In a separate study, researchers [10] proposed an ALPR system in which the input image was detected using the YOLO network, and the character recognition step was executed via YOLO.

One of the features that should be considered while designing an efficient ALPR system is its capability to recognize different types of license plates. Some of the issues related to plates that have been discussed in the literature include the following:
a) Multiple license plates: The ALPR system should be designed in such a manner so that it can recognize multiple license plates in a single frame. In one study, researchers [11] designed an ALPR system that consisted of two main parts: the detection phase, which included pre-processing done by applying a Sobel filter with equalized histogram and thresholding, and the recognition phase, which was performed by ANN.
b) Multi-angle license plates: An efficient system should recognize plates captured at varying angles. Some researchers [12] proposed an optimized learning model for multi-angle license plates. Character recognition was achieved through one-stage object detection by the Tiny-YOLOv2 model. The number of grids and anchor boxes was increased to correctly recognize the characters.
c) Multi-line license plates: In practical use, it is important to develop a system that can recognize plates that consist of more than one line. A team of researchers [13] proposed an ANN for both single and double-line license plate recognition that is free from the character segmentation step and they utilized a Bidirectional-LSTM model that predicts the sequence label for the characters.
d) Multi-style license plates: One study [14] proposed a Multi-Style License Plate Recognition (MSLPR) system for varying font styles that used a 2-layer Feed forward Back-Propagation ANN for the recognition of characters.

ALPR is a significant component of the Intelligent Transportation System (ITS). One team [1] discussed the scope of ITS services in the near future and proposed a novel architecture for it. Their work also listed some of the challenges in the field of ITS. Another team [15] designed an ALPR system that used a modified ACO algorithm for detecting the edges; segmentation of characters was performed in two phases: the CCA and Kohonen neural network. Character recognition was performed using inductive learning and the SVM approach. In one study [5], researchers proposed the implementation of an OCR system based on the Field Programmable Gate Array (FPGA). The framework of the system consists of a feed-forward neural network that uses an efficient neuron for the implementation of the OCR system. The system achieved an accuracy of $98.2 \%$ for character recognition. Similarly, researchers [16] proposed an ALPR system that used YOLO's seven layers for the detection of a single class. A sliding window was used to detect every character of the license plate and each window was detected by a YOLO framework. There was only one detection recognition phase that applies to dark and blurry images. One study [2] focused on using deep learning to resolve intelligent transportation issues. The use of deep learning techniques significantly decreased the delay of data transmission and enhanced the accuracy of the system.

## 3 Proposed Work

The literature review and background analysis of the existing systems led us to develop an ALPR system with specific objectives. The method proposed by the authors, the workflow of the system, and various techniques used in designing the systems are addressed in the next sections.

### 3.1 Objectives

The central aim of this work was to design an effective ALPR system. The proposed work addresses the following objectives:
(1) To study existing methods of character segmentation and recognition and investigate the various pre-processing techniques available.
(2) To improve the quality of images taken from input sources using pre-processing methods and to extract the region of interest.
(3) To develop an efficient vehicle license plate recognition system that uses deep learning techniques and recognizes license plates with a good accuracy.

### 3.2 System Design

We developed an effective ALPR system that uses a CNN for the recognition of license plate characters. The system utilizes deep learning techniques. Existing systems have drawbacks with pre-processing. This system achieves good results in pre-processing via the median filter, masking, and, thresholding. Certain morphological operations were applied to perform feature extraction efficiently. Feature extraction is an essential step; the license plate character area was identified and then extracted for further recognition, as shown in Fig. 1.

### 3.3 Method

The ALPR model proposed in this work has a main GUI that involves features such as acquiring the image, pre-processing, applying thresholding on the image, masking, training the model, and performing the classification. All these features are executed using push buttons.


Figure 1: Workflow and steps of the proposed system

### 3.3.1 Implementation of the Image Acquisition Step

The system begins working when the "Upload Image" button is pressed. Its function is to upload the image to the system for the execution of further steps. Since the execution of the ALPR system demands specific types of vehicle images, a folder named "images" was created in the current directory, which consisted of 160 images with all types of vehicles, multi-line license plate images, multi-font license plate images, images captured in different illumination conditions. This folder was created because of the drawbacks of the datasets in use by existing systems.

### 3.3.2 Implementation of the Pre-processing Step

Our system executes this step by applying four techniques: gray scaling, median filter, thresholding, and masking as shown in Fig. 2.

- Gray scaling: This is performed to convert the colored image components into grayscale components of the image that lie between 0 and 255 .
- Median filter: The main function of using this filter is to reduce noise. It is performed to restore an image that is free of any impurities.
- Masking: A vertical Sobel operator is used initially for the detection of edges followed by border replication to reduce any dark areas created around the edges.
- Thresholding: Otsu's method is executed to select a threshold that decreases the variance between the classes. It divides the pixels into two groups.


Figure 2: Results of pre-processing

### 3.3.3 Basic Architecture of the CNN

A convolutional neural network (CNN) (such as ConvNet [17], Fig. 3) is a type of machine learning in which a model learns to perform classification for applications that call for object detection and computer vision. CNN eliminates the need for manual feature extraction since the
features are directly learned by the network. CNNs can be retrained for new tasks that can build on pre-existing networks.


Figure 3: Architecture of CNN
The basics of CNN are as follows:

## - Feature Learning

A CNN network can be composed of several layers that learn to detect the unique features of an image independently. Every training image passes through a filter at varying resolutions, and the result of every convolved image is fed to the next layer of the network.

## - Layers

Like any other network, a CNN comprises certain layers that perform data-altering operations with the motive of feature learning. Some of the most commonly used layers are convolution, ReLU, and pooling. A brief description of the CNN layers is given in Tab. 1.

## - Classification

The step of feature learning conducted in several layers is followed by the final classification step. The classification is performed using the softmax layer and classification layer. Tab. 2 describes some of the output layers.

### 3.3.4 CNN Training

Deep learning is a subset of machine learning that encompasses networks capable of learning unsupervised data. Deep learning tries to imitate the functions of the human brain to process data and design patterns for decision making. ConvNet is one of the most widely used deep learning algorithms that performs classification directly from images or videos. It is a neural network that has more than one convolutional layer. Below are the subtasks required to achieve the training of a CNN:

- CNN Masking Layer: The mask is created to improve the region of focus before training, as shown in Fig. 4.
- Morphological Operations: Several operations for image processing, such as dilation, erosion, and filling, are tried on the image to improve the focus on the license plate region.
- CNN Training: The proposed system uses the Deep Learning Toolbox provided by MATLAB to train the networks graphically. This system trains the CNN network using the trainingOptions () and the trainNetwork () functions. The CNN training is shown in Fig. 4.

Table 1: Different layers of CNN

| Layer name | Description |
| :--- | :--- |
| Input | These layers provide the network with an input of 2 dimensional and <br> 3-dimensional images. Also, they perform normalization of data. <br> These layers are a group of filters that are responsible for activating <br> specific features from the input images. |
| Convolution | This layer is responsible for multiplying the inputs by a certain weight <br> and adding a bias factor. |
| Fully Connected |  |

Table 2: Output layer types

| Layer name | Description |
| :--- | :--- |
| Softmax | A softmax function is applied to the input in this layer. <br> Classification <br> It calculates the cross entropy loss for multi-class classification problems <br> with mutually exclusive classes. This layer infers the number of classes <br> from output size of the previous layer. |
| Regression | It calculates the half-mean-squared-error loss for regression problems. |

The following operations are performed for the execution of the CNN training:

1) Layers

These are the layers that define the architecture of neural networks for deep learning. An array of layers is directly created to specify the architecture of the CNN network. The proposed
system uses the following layers that specify the architecture: the input layer, fully connected layer, softmax layer, and classification layer.

## 2) trainingOptions ()

MATLAB also provides a trainingOptions () function that defines the options, such as the CPU, MaxEpochs, Plots, GradientThreshold, and ExecutionEnvironment, to train a neural network. The syntax is shown in Eq. (1). This command returns the options of training for the optimizer specified by solverName.
options $=$ trainingOptions(solverName),
3) trainNetwork ()

The trainNetwork () function is responsible for training the network for deep learning. The proposed system uses this function to return information on training using any of the input arguments in the format, as shown in Eq. (2).
[net, info] = trainNetwork(_),
As soon as the training is completed, a message box appears with a "Training done" message.


Figure 4: CNN masking and training

### 3.3.5 Classification Phase

The final step of classifying the license plate is performed using the CNN. The CNN has several layers that help in learning the features as well as classifying the new inputs based on this learning. Various functions of MATLAB are used to classify the region of the license plate when the "Classify" button is pressed, as depicted in Fig. 5.

### 3.4 Features of the Proposed System

The various features of the proposed system when applied to different kinds of images are described below. The results have been divided into various subsections based on the type of license plate, vehicle images, and vehicle classes.


Figure 5: Classification result

### 3.4.1 Multi-line Plates

Our system can recognize various types of license plates, even multi-line license plates, which are plates having more than one line of characters as shown in Fig. 6. The precision-recall curve represents the trade-off between these two terms. A high precision is associated with a low falsepositive rate, and a high recall is associated with a low false-negative rate. High scores for both precision and recall show that the classifier returns accurate results as well as returns the majority of all positive results as shown in Fig. 6.


Figure 6: Multi-line license plate images with precision-recall curve
Tab. 3 shows the recognition accuracies of various multi-line license plate images when given as input to the proposed system.

### 3.4.2 Tilted or Skewed License Plates

Many of the existing systems are unable to recognize and detect tilted or skewed plates captured from varying angles of the camera. The proposed system is capable of addressing this issue and can recognize tilted or skewed plates from an image. Some of the images captured at varying angles are shown in Fig. 7.

Tab. 4 lists the recognition accuracies of five randomly chosen skewed license plates. The system has been tested on 19 multi-angle or skewed license plate images and had an average recognition rate of $96.91 \%$.

Table 3: Recognition accuracies of multi-line images

| Image | Recognition accuracy |
| :--- | :--- |
| Test_image1 | 98.98 |
| Testimage2 | 98.58 |
| Testimage3 | 97.14 |
| Testimage4 | 96.06 |
| Test_image5 | 98.26 |
| Test_image6 | 98.04 |

Average recognition rate $=\mathbf{9 7 . 8 4} \%$


Figure 7: Multi-angle license plate images

Table 4: Recognition accuracies of multi-angle images

| Image | Recognition accuracy |
| :--- | :--- |
| Test_image7 | 97.18 |
| Test_image8 | 99.59 |
| Tes_image9 | 97.51 |
| Test_image10 | 97.52 |
| Test_image11 | 94.34 |
| Average recognition rate $\mathbf{= 9 6 . 9 1} \%$ |  |

### 3.4.3 Night Mode Recognition

The proposed system is also capable of recognizing license plates in night mode. Recognizing plates at night is difficult due to a lack of illumination and the reflection of headlights on the license plates. Our system was tested at night, and the vehicle images are shown in Fig. 8.

From the dataset, five images were chosen randomly to analyze the results for recognition in night mode. Fig. 8 indicates that night mode recognition accuracy is above $95 \%$, which demonstrates the efficacy of our proposed system. The average recognition accuracy for night mode is 97.52\%.


Figure 8: Night mode recognition

### 3.4.4 Multi-Font License Plates

Another feature of the proposed system is the ability to detect and recognize license plates that have various types of fonts. Some of the vehicle images containing multi-font license plates are shown in Fig. 9.



Figure 9: Multi-font license plate images with precision-recall curve
The line chart shown in Fig. 9 is plotted based on the results for precision and recall according to the input images. The precision-recall curve shows a high-rise area underneath the
curve representing both high recall and high precision. Since the precision-recall curve is constant around $99 \%$, the system is efficacious for these images because the misclassification rate is low.

Tab. 5 shows the recognition accuracies of various multi-line license plate images when given as input to the proposed system.

Table 5: Recognition accuracies of multi-font images

| Image | Recognition accuracy |
| :--- | :--- |
| Img1 | 96 |
| Img2 | 96.55 |
| Img3 | 98.07 |
| Img4 | 98.25 |
| Img5 | 96.99 |
| Average recognition rate $=\mathbf{9 7 . 1 7 \%}$ |  |

### 3.4.5 Different Vehicle Types

The proposed system is also capable of recognizing the license plates of different types of vehicles, such as bicycles and cars. Some of the bicycle and auto-rickshaw images are shown in Fig. 10.

The recognition accuracies of the bicycle, car, and, auto-rickshaw images are plotted on the bar graph. Fig. 10 shows that the proposed system is equally applicable to various types of vehicles and proves to be highly efficient for all types of vehicles. The recognition accuracy has no significant difference when considering car license plate images, auto-rickshaw, or bicycle license plate images


Figure 10: Different vehicle type images and recognition accuracies
The proposed system was tested on 11 bike images that produced a recognition accuracy of $98.47 \%$. The system observed a recognition accuracy of $98.52 \%$ when tested on six auto-rickshaw images and $97.41 \%$ when tested on 144 car images as shown in Tab. 6.

Table 6: Average recognition accuracy of different vehicles

| Vehicle category | Number of images | Accuracy (\%) |
| :--- | :--- | :--- |
| Bike | 11 | 98.47 |
| Auto-rickshaw | 6 | 98.52 |
| Cars | 144 | 97.41 |

## 4 Comparative Analysis

ALPR systems are used because of their effectiveness. There have been many systems proposed in the last decade, and some researchers have also made significant enhancements to the existing systems. There are still many drawbacks to the current ALPR systems. The present section addresses the comparative table as shown in Tab. 7 of the proposed method with existing ones that have used deep learning as the recognition technique.

Table 7: Comparison table

| S.no. | Author(s) | Technique(s) used | Recognition accuracy (\%) |
| :--- | :--- | :--- | :--- |
| 1. | Abedin et al. [4] | CNN | 98 |
| 2. | Barreto et al. [18] | Modified YOLO-VOC | 92.76 |
| 3. | Babu et al. [10] | YOLO network | 91 |
| 4. | Goncalves et al. [19] | Multi-task deep CNN | 88.8 |
| 5. | Usmankhujaev et al. [20] | CRNN | 95.7 |
| 6. | Jagtap et al. [21] | 2-layer feed-forward | 87 |
|  |  | backpropagation ANN |  |
| 7. | Laroca et al. [22] | Fast YOLO network | 81.80 |
| 8. | Proposed work | CNN | $\mathbf{9 8 . 1 3}$ |
|  | [Different vehicle types] |  |  |

From the comparison in Tab. 7, it can be inferred that the proposed system is highly efficient and better than the existing systems that use deep learning recognition techniques.

Fig. 11 shows that the system developed in a prior study [4] and our system have $98 \%$ and $98.13 \%$ recognition accuracies, respectively. The system from the other study uses a CNN for the recognition of the license plate data, but the major drawback is that it is unable to work with more than one vehicle type; it also cannot be applied to images captured at night. Our proposed system overcomes these issues.

### 4.1 Average Recognition Accuracy

Tab. 8 shows the average recognition accuracies of multi-line and multi-font license plates of different types of vehicles. The average recognition accuracy in night mode and overall recognition accuracy of the proposed system are shown in this table.


Figure 11: Graphical representation of comparative analysis
Table 8: Average recognition accuracy based on different features

| Feature(s) of the system | Average recognition accuracy (\%) |
| :--- | :--- |
| Multi-line license plate | 97.84 |
| Multi-font license plate | 97.17 |
| Tilted license plate images | 96.91 |
| Different vehicle types | Bike: 98.47, Auto-rickshaw: 98.52, Cars: 97.41 |
| Night mode | 97.52 |
| Overall system accuracy | $\mathbf{9 8 . 1 3}$ |

## 5 Conclusion

The current era is witnessing a tremendous increase in population growth, which has resulted in many more vehicles being on the roads. This ever-growing number of vehicles has led to some major challenges, such as increased traffic violations, theft, terrorist activities, parking problems, and accidents. It is important to address these issues. To solve these problems, an ALPR system was designed that can effectively identify data on the license plate of a vehicle. This work introduced an ALPR system that utilizes a deep learning technique (CNN) for character recognition. The proposed ALPR system consists of four main phases (Data Acquisition and Pre-processing, Feature Extraction, Region of Interest (ROI) selection, and Classification). Preprocessing techniques are applied (gray scaling, median filter, thresholding, and masking). Then, a CNN masking layer is used to further enhance image quality, which is then followed by the CNN training. Finally, CNN is employed for the recognition of the license plate data.

The presented technique was executed in MATLAB. The system performance was evaluated based on precision, recall rate, and recognition rate. The results demonstrated the efficiency of the ALPR system as it achieved a high recognition rate of $98.13 \%$ when tested on 160 images. These tested images contained all types of images, such as multi-line license plates, skewed or multi-angle license plates, and multi-font license plates. The system works efficiently in night mode as well. Although the proposed system is highly efficient and has a high recognition rate, there are also some limitations, such as the recognition of multiple license plates in a single frame. The CNN cannot distinguish between the plate area and the grills of the motor vehicle. Future work will address these issues.
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