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Abstract: Text classification of low resource language is always a trivial and
challenging problem. This paper discusses the process of Urdu news classifica-
tion and Urdu documents similarity. Urdu is one of the most famous spoken
languages in Asia. The implementation of computational methodologies for
text classification has increased over time. However, Urdu language has not
much experimented with research, it does not have readily available datasets,
which turn out to be the primary reason behind limited research and applying
the latest methodologies to the Urdu. To overcome these obstacles, a medium-
sized dataset having six categories is collected from authentic Pakistani news
sources. Urdu is a rich but complex language. Text processing can be chal-
lenging for Urdu due to its complex features as compared to other languages.
Term frequency-inverse document frequency (TFIDF) based term weighting
scheme for extracting features, chi-2 for selecting essential features, and Linear
discriminant analysis (LDA) for dimensionality reduction have been used.
TFIDF matrix and cosine similarity measure have been used to identify sim-
ilar documents in a collection and find the semantic meaning of words in a
document FastText model has been applied. The training-test split evaluation
methodology is used for this experimentation, which includes 70% for training
data and 30% for testing data. State-of-the-art machine learning and deep
dense neural network approaches for Urdu news classification have been used.
Finally, we trained Multinomial Naïve Bayes, XGBoost, Bagging, and Deep
dense neural network. Bagging and deep dense neural network outperformed
the other algorithms. The experimental results show that deep dense achieves
92.0% mean f1 score, and Bagging 95.0% f1 score.
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1 Introduction

The Urdu language is one of the widely spoken languages. Moreover, Urdu news is also one
of the vital news sources read all over the World [1]. In terms of the writing system, Urdu uses
the Nastaliq script [2], a modified Persian script [3] that is a type of modified Arabic script.
Unfortunately, Urdu has not been given significant recognition in the research area. It has not
been exposed to new methodologies and technologies. There is not much research-related work
in this language, particularly on Urdu news [4]. A major reason behind the lack of research and
Urdu news classification is the non-availability of many Urdu news datasets. So far, there are not
many publicly available datasets. To fill this gap, a dataset [5] consists of six distinct classes is
collected. The information extracted from the news website contains the link of the news, the
date, the title, and the new text to perform text classification [6]. The long textual content is more
challenging, complicated, and computationally expensive. A document may comprise a sentence,
a paragraph, or an extended text of hundreds of words. A large dataset typically has a massive
vocabulary length, more noise, and redundant information than a small dataset.

Similarly, a couple of paragraphs inside the same dataset semantically belong to a couple of
categories [7]. Due to more complex morphology, the lack of linguistic resources, and characteris-
tics. The Urdu news classification [6] is a more complicated and challenging task. Further, the text
classification implemented for other similar languages cannot be applied to Urdu. The reputation
of the Urdu is rapidly growing. These rapid changes caught the interest of researchers in Urdu.
Text classification models are based on machine learning, and machine learning models do not
perform well on raw datasets. Therefore, the basic dataset must be preprocessed. Preprocess-
ing steps include removing duplicate documents, removing any null values, tokenizing sentences,
removing punctuation marks, and stop-words removal.

To improve the learning of a model, features must be extracted from a dataset because
they directly learn from features. Feature extraction [8] is the most significant task in machine
learning. But unfortunately, Urdu does not have proper delimitation in between words. Extraction
of these features is computationally expensive, requires expertise, and domain knowledge. The
main challenging task is selecting the essential elements from extracted features presented in high
dimensional space [9]. This problem is resolved by using two techniques. First, we chose the essen-
tial features from the high dimension space, and finally, we apply the LDA [10] dimensionality
reduction. These techniques not only enhance the performance of the machine learning algorithms
but also reduces the dimensionality space.

Moreover, deep dense neural networks extract more complex and meaningful features from
feature space compared to machine learning algorithms. The train-test split evaluation [11]
methodology is applied. As the dataset is imbalanced, measuring the performance of models
following metrics has been used precision, recall, f1-score, and Cohen kappa [12]. Similarity
analysis [13] is an emerging research area. Digital data are increasing over time. Unstructured
data need efficient methods to find any relevant or similar topic. Many systems have been imple-
mented for different languages (Arabic, Hindi, and Bengali, etc.) to retrieve relevant documents
based on the similarity score. But unfortunately, no research work has been done on Urdu. Our
proposed system for the Urdu news similarity provides a good result that has been compiled
after evaluation. In this study, the state-of-the-art algorithms multi Naïve Bayes [14], Bagging [15],
XGBoost [15], and Deep dense neural network [16] have been trained on the Urdu news dataset.
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To solve a classification and similarity problem, state-of-the-art approaches such as feature
extraction, feature selection, gradient boosting, and deep learning have been used. A research
project an ensemble and a scalable boosting system XGBoost [17] which seeks to build a robust
classifier based on all weak classifiers. It proposes a sparsity algorithm for small data to achieve
better performance. A semantic similarity analysis [18] and [19] co-occurrences using FastText
Embeddings for Urdu documents given a superior semantic similarity score. The methodologies
of deep learning algorithms [20], such as convolution neural network (CNN) and recurrent neural
network (RNN) for multiclass event classification, have been performed on labelled instances and
achieved a promising result of 83%.

This paper is structured as follows: Section 2 explains the literature review in which we
described some of the work previously done regarding text classification. Section 2 presents
the characteristics of the Urdu language. Section 3 describes data collection, preprocessing, and
feature optimization. It includes dataset description, data cleaning, and removal of stop words.
Section 4 describes Machine learning (ML) Experimental Design, which includes discussing dif-
ferent ML models and adopted model descriptions. Section 5 is about topic modelling based on
the similarity of two documents. Section 6 explains the results, and the last section concludes the
summary of all of the work.

2 The Characteristics of Urdu

Urdu is derived from Turkish, Arabic, and Persian languages. It is written in a complex and
context-sensitive style known as the Nastaliq style. The Urdu comprises of words that consist
of a combination of several characters known as ligatures. To form a sentence, the terms are
joined from right to left. The Urdu has gone through a progression of improvement during its
development. Nevertheless, Urdu has its roots in Persian, Arabic, and similarities with most south
Asian languages. For example, similarity in terms of lack of capitalization, lack of small and
capital words, and free word order characteristic. Urdu is transcribed in the derivation of the
Persian alphabet that is a derivation of the Arabic alphabet.

• It is read from right to left For example: “ ” (I love
my country Pakistan).

• The shape assumed by a character in a word is context-sensitive.

• It consists of 38 basic characters which are known as “ ” (HARUF-e-
TAHAJI)(Alphabets) in the Urdu. Therefore, to learn and write the Urdu, everyone has to

understand the “ ” (HARUF-e-TAHAJI)(Alphabets) first.

• Urdu “ ” (Ism)(Noun) has two grammatical genders “ ” (Muzakir)(Masculine) and
“ ” (Monus)(Feminine). Nouns may have particular gender suffixes or be unmarked for
gender. Nouns are inflected to showcase and number (singular or plural).

• Verb “ ” (Fael) corresponds to the occurrence or performing some action. That verb that

does not take an object is called “ ” (Fael-Lazim) (Intransitive verb). When a verb

needs a direct object, then it is called a “ ” (Fael-Muatadi)(Transitive verb)
• A character of Urdu has different shapes, but when joined with other characters, it forms
a word. For example, the characters “ ” (Khee), “ ” (Ye), “ ” (Alif), and “ ” (Laam) when

joined is “ ” (Khayal)(Idea).
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• Vowels of the Urdu are written as “ ” (alif), “ ” (wao), “ ” (choti ye), “ ” (bari ye).
• A “ ” (Dot) plays a vital role in the Urdu alphabets. For example: “ ” (Jeem) with a

“ ” (Dot) below it, “ ” “Khe” with a “ ” (Dot) above it, with not a “ ” (Dot) it
becomes “ ” (hey).

• The character “ ” (bay), has its basic shape in common with three other characters, “ ”
(Tey), “ ” (Say), and “ ” (Pay). Therefore, it is one of the challenges for learners to
differentiate between these characters. The 38 basic characters of Urdu are shown in Fig. 1.

Figure 1: The character set of the Urdu language

The implementation of computational methodologies for text classification has increased over
time. This led to the data collection in various languages like Persian, Chinese, Hindi, and
Arabic. However, despite being spoken widely across the World, the Urdu language has not much
experimented with text classification. For this particular experiment, a dataset of 20 thousand
instances has been used see Tab. 1, the Urdu news does not have easily available datasets which
turn out to be the major reason for the collection of the medium-sized dataset. This paper
provides an accurate and publicly available dataset that is manually extracted from authentic
Pakistani Urdu news sources. The details of news articles are collected into six major categories:
Health, technology, sports, politics, showbiz, technology, and business & economy. The dataset is
manually collected from the following websites Ary News, Bol News, Express-News, BBC News,
Daily Jang News, SAMAA News, GEO News, and DAWN News. The train-test split is used for
this experimentation which includes 70% for training data and 30% for testing data [11]. Our
contribution is to:

• Gather a large dataset of Urdu news documents and make it available for future research.
• Preprocess the dataset.
• Examine the effect on the performance of classification using feature extraction and feature

selection.
• To train machine learning and deep dense neural network classifier on the Urdu news

documents.
• Examine the efficiency of Naïve Bayes, Bagging, XGBoost, and deep dense neural network

on the dataset.
• Find the similarity among Urdu news.
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Table 1: Details of dataset’s instances and features

Dataset Size

Total classes 6
Politics 6,274
Health 4,715
Business & Economy 3,607
Sports 2,309
Showbiz 2,017
Technology 1,183
Total words 5,62,0465
Total features 19,087
Total instances (After preprocessing) 20,105

3 Machine Learning Model Selection

3.1 Data Preprocessing
The dataset collected for Urdu news classification is not useful unless it is pre-processed. The

data must be represented in such a way that the performance of the machine learning algorithms
and deep dense neural networks can be improved. For this experiment, the most useful pre-
processing techniques like tokenization, stopwords removal, and punctuation marks removal have
been used.

I. Tokenization

The tokenization of the Urdu news involves splitting the news articles into small tokens. Each
word in the news article is treated as a token.

II. Stop words removal

The stopwords do not carry any information and it affects the performance of machine
learning model(s). The stopwords have been removed by using the TFIDF algorithm.

III. Punctuation marks removal

Similarly, the punctuation does not carry any information and it affects the performance
of machine learning model(s). The punctuation marks have been removed by using the NLTK
algorithm.

The pre-processing techniques are specifically defined for the Urdu language only and it will
not work for any other language(s). The input attributes and output attributes are correlated with
each other, but the given output attribute is in categorical form, it was required to encode the
output attribute into numeric form.

3.2 Evaluation Methodology
After preprocessing, the Urdu dataset follows the characteristics of high quality and large

in amount. In this paper, the train-test split approach is applied. Thus, 70% has been used as
training data to build the machine learning and deep dense neural network models, and 30% has
been used as test data to evaluate the performance of models. The distribution of training data
and testing data is shown in Tab. 2.
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Table 2: Distribution of the dataset

Dataset Train data size Test data size

Total classes 6 6
Politics 4,360 1,925
Health 3,312 1,401
Business & Economy 2,549 1,058
Showbiz 1,393 624
Technology 807 369
Sports 1,652 655
Total instances 14,073 6,032

3.3 Feature Extraction
Urdu is a rich but complex language that makes it difficult for automatic text processing. For

Urdu news classification, the sentences are split into tokens. The range of n-gram taken is 1 for
minimum n-gram and 1 for maximum n-gram. By tokenization of the sentences into words makes
it easy to interpret the meaning of the sentence. It also helps to improve the performance of
machine learning and deep dense neural network models. The experiment is performed by using

the most common stop words [21] “ ”, “ ”, “ ”, “ ”, “ ” (“is”, “are”, “from”, “were”,
“of”). TFIDF transforms the documents of the dataset into sparse-matrix [22]. The sparse matrix
contains numeric values which represent how important a term is to a document. The equation
Eqs. (1) and (2) is a statistical measure; it calculates that how important a word to a document
is.

IDF(t)= log
1+ n

1+ df (d, t)
+ 1 (1)

tfidf =TF(t,d)+ IDF(t). (2)

3.4 Dimensionality Reduction
Feature extraction using the term TFIDF [8] is computationally expensive because the

extracted features are represented in sparse-matrix’s format. In this particular problem, the
representation of sparse-matrix [22] for 21,105 instances have 19,087 dimensions, the sparse-
matrix [22] holds more 0 s than meaningful values. To overcome this issue, the chi-2 feature
selection is applied, which reduces the matrix’s size by selecting the highly dependent features
on the responses. We selected 10,000 most important features out of 19,087, and finally, we
applied the LDA [10]. LDA projects the data points in a new linear 2-dimensional feature space.
It reduces the dimensionality from the original number of features to (Number of classes-1). The
result of the TFIDF feature vector for each article, projected on two dimensions, is shown in
Fig. 2.
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Figure 2: TFIDF feature vector projected on two dimensions

3.5 Evaluation Measure
The data collected is imbalanced. The four main metrics used to evaluate the performance

of trained models. Precision, recall, f1_score, and cohen kappa. All measures distinguish correct
classification of target variable within the different classes. The recall is a function of correctly
classified true positives and misclassified false positives. Precision is the function of correctly
classified examples and misclassified as false positives. F1-score is a way of combining both
precision and recall. Cohen kappa [12] is a statistical test to find interrater reliability. To evaluate
the performance of multiclass classification, a confusion matrix has been used, and the result is
shown in Fig. 3.

Precision= TP
TP+FP

. (3)

Recall= TP
TP+FN

(4)

F1− score= 2 ∗ (precision ∗ recall)
(precision+ recall)

(5)

CohenKappa=
∑a−∑e f
N−∑e f

(6)
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Figure 3: Confusion matrix showing TP, TN, FP, and FN of six classes

4 Machine Learning Experimental Design

Text classification with machine learning algorithms and deep dense neural networks are
much more efficient and accurate than manual methods. State-of-the-art machine learning and
deep dense neural network algorithms have been used to perform Urdu news classification. Multi
Naïve Bayes, Bagging, XGBoost, and deep dense neural network. The architecture of the machine
learning models is shown in Fig. 4.

Figure 4: Architecture of the system
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4.1 Multinomial Naïve Bayes
Multinomial Naïve Bayes is based on the Bayes theorem; it assumes that the drawn fea-

tures exist in multinomial distribution. We have used it as a baseline classifier for Urdu news
classification. However, the parameters of multinomial Naive Bayes are not tuned.

4.2 Bagging
Bagging is an ensemble estimator. It fits N-base estimators on a random subset of the

original data. And it aggregates their scores(predictions) to form a final score(prediction). In this
experiment, we have used Sklearn’s MLP Classifier (multilayer-perceptron) as a base estimator.
Tab. 3 shows the parameters of the base-estimator, and Tab. 4 shows the parameters of the
bagging classifier.

Table 3: Parameters of base- estimator (Multilayer-Perceptron) classifier

Parameters Values

Size of hidden layers 100
Activation function Relu
Optimizer Adam
Learning rate 0.001
Batch size Auto

Table 4: Parameters of bagging classifier

Parameters Values

Base-estimator MLP classifier
Number of base-estimators 50

4.3 XGBoost
EXtreme Gradient Boosting (XGBoost) is a decision tree-based ensemble algorithm that uses

the gradient-boosting framework. It outperforms all other traditional machine learning algorithms
in tabular data parameters are shown in Tab. 5. Moreover, XGBoost has been credited with
winning Kaggle’s competitions [14]. It applies the principle of weak learners. It accurately predicts
an output variable by combining the estimates of weaker models.

Table 5: Parameter description of XGBoost

Parameters Values

Learning rate 0.001
Estimators 2500
Objective Multi-Softmax
Number of classes 6
Iterations 700
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4.4 Deep Dense Neural Network
In this paper, Kera’s deep dense neural network has been used. The hidden layers and hidden

neurons are selected randomly. To avoid overfitting, the dropout layer is used. The parameters and
their values are shown in Tab. 6, and the architecture is shown in Fig. 5 and Tab. 7. A sample
run of the input vector is shown in Eq. (7).

X =

⎡
⎢⎢⎣
0.57615236
0.40993715
0.57615236
040993715

⎤
⎥⎥⎦ (7)

Table 6: Deep neural network architecture

Layer Neurons/Values Activation function

Input layer 10,000 –
Drop out layer 0.3 –
Hidden layer 1 200 Relu
Drop out layer 0.5 –
Hidden layer 2 360 Relu
Drop out layer 0.8 –
Hidden layer 3 520 Relu
Drop out layer 0.7 –
Hidden layer 4 280 Relu
Drop out layer 0.75 –
Output layer 6 Softmax

Figure 5: Deep dense neural network parameters used
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Table 7: Deep dense neural network parameters used

Parameters Values

Learning rate 0.01
Metric Accuracy
Optimizer Adam
Loss Sparse categorical entropy
Batch size 200
Epochs 500

Mathematical representation of deep dense neural network feed-forward propagation.

4.4.1 Input Layer
The input layer contains the vector of n-features extracted by using the TFIDF approach.

X =

⎡
⎢⎢⎢⎣

x0
x1
...
xn

⎤
⎥⎥⎥⎦ (8)

4.4.2 Relu Activation Function
The rectified linear activation function (reLU) is a simple activation function that returns zero

if the passed value x is zero or less than zero, but for any positive value, it returns the value.

y=max(0,x) (9)

4.4.3 Hidden Layer
The hidden layer neuron’s values are calculated using the summation of the input nodes X

multiplied by their assigned weights w. In addition, the value of bias neuron b is also added to the
summation. Finally, the output from the hidden layer is calculated using the reLU activation g.

hi = g(wi.Xi+ bi) (10)

4.4.4 Output Layer
The weighted sum of inputs into the output layer is calculated using the summation of the

neuron x fired from the hidden layer multiplied by their assigned weights w. The value of bias
neuron b is also added to the summation. The output y-hat is calculated using the Softmax
activation g, which converts the output scores into probability distributions.

ŷ= g(wi.hi+ bi) (11)

4.4.5 Loss Function (Sparse Categorical Cross-Entropy)
The sparse categorical cross-entropy works on integers, these integers are the class indices

y-hat, this loss computes logarithm only for output index J(w).

J(w)=−log(ŷy). (12)

Back propagation for fully connected dense layers. The error term for output unit.
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4.4.6 The Error Term for the Output Unit
If the observed example o(E) of output unit k is not equal to the target example t(E), then

the error for unit k is calculated as

δOk = ok(E)(1− ok(E))(tk(E)− ok(E)) (13)

4.4.7 The Error Term for Hidden Unit ‘k’
If the observed example h(E) of hidden unit k is not equal to the target example t(E), then

the error for unit k is calculated as

δHk = hk(E)(1− hk(E))(tk(E)− hk(E)) (14)

4.4.8 Updating Weights Between Hidden Units and Output Units
The error term at the output units δO and the error term at hidden units h is multiplied with

the learning rate η.

�ij = ηδOjhi(E). (15)

4.4.9 Updating Weights Between Input Units and Hidden Units
Input to the system x and the error of hidden unit δH is multiplied with the learning rate η.

�ij = ηδHjxi. (16)

Following is an example of an Urdu sentence inside a news article:

“ ” (Artificial intelligence is solving problems)

TFIDF vector representation)

5 Topic Modeling Based on Similarity

Cosine similarity [23] is a widely used metric in the retrieval of similar information. It
models a document in terms of a vector. We can find the similarity between the two documents
by determining their cosine values. This metric can be applied to sentences and as well as to
paragraphs. Urdu documents are represented in terms of sparse-matrix generated by TFIDF [8].

Representation of Urdu document 1.

“ ”} “(The Urdu language received the attention of
research)

Vector representation of Urdu document 1.

Vi =

⎡
⎢⎢⎣
0.26844636 0.26844636 0.37729199 0.37729199 0.0
0.26844636 0.0 0.0 0.0 0.37729199
0.0 0.0 0.0 0.0 0.26844636
0.37729199 0.0 0.0 0.0 0.37729199

⎤
⎥⎥⎦

Representation of Urdu document 2.

“ ” (Our research
paper will help to solve the problem of the Urdu language)
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Vector representation of documents 2.

Vi =

⎡
⎢⎢⎣
0.19714759 0.19714759 0.0 0.0 0.27708406
0.19714759 0.27708406 0.27708406 0.27708406 0.0
0.27708406 0.27708406 0.27708406 0.27708406 0.19714759
0.0 0.27708406 0.27708406 0.27708406 0.0

⎤
⎥⎥⎦

The similarity between two documents can be determined using Eq. (17).

cos(A,B)= A.B
‖A‖.‖B‖ . (17)

The similarity of document 1 and document 2 is:

cosine (A, B) = 0.211

But the issue of cosine similarity is that it cannot calculate the semantic meaning of words.
So, Word2Vec and FastText [24] models are trained. Word2Vec and FastText are word embedding
techniques that use the neural network approach. Word2Vec has one particular issue called “Out
of Vocabulary” if the word does not exist in a vector, it raises an error. This issue was resolved by
using the FastText model. We have trained FastText on more than five million words. The trained
model calculated the semantic meaning of the word, and Tab. 8 shows the results of the input
word “ ” (Minister).

Table 8: FastText’s most-similar words

Similarity Words

0.5325
0.5237
0.4851
0.4831
0.4769

6 Results and Discussion

This section discusses the results of machine learning algorithms and deep dense neural
network trained on an imbalanced Urdu news dataset. For the Urdu news classification, we
prepared and pre-processed the Urdu news dataset. The dataset is splitted into train and test
sets containing 70% and 30% news instances from each class. Since the dataset contains raw
data, we extracted and selected the most important features, first we used all the features of
the training and testing dataset. Then, we selected the top k features and fed those features
to different classifiers. The top selected features are transformed into a sparse-matrix [22] using
TF-IDF. Even after selecting the most important features from the dataset the sparse-matrix is
still computationally expensive, in order to reduce the dimensionality space we have used Linear
Discriminant Analysis [10], to further reduce the dimensions and improve the performance of
classifiers.

To carry out the experiment, the state-of-the-art machine learning algorithms Multinomial
Naïve Bayes, Bagging, XGBoost, and Keras deep dense neural network are applied.
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The experiments carried out two iterations for each machine learning algorithm. One by using
the default parameters of algorithms and second by choosing the best parameters.

Since the dataset is imbalanced, we have evaluated the performance of models by using the
following metrics precision, recall, f1_score, and Cohen kappa. After tuning the parameters of
models, we trained our four classifiers by including the most common stops-words “ ”, “ ”,

“ ”, “ ”, “ ”, (“is”, “are”, “from”, “were”, “of”) of the Urdu Language. The results of
the models are shown in Tab. 9.

Table 9: Results of classifiers

Measures NB Bagging XGBoost DDNN

Precision 92.0% 95.0% 88.0% 92.0%
Recall 83.0% 94.0% 84.0% 92.0%
F1-score 86.0% 95.0% 85.0% 92.0%
Cohen Kappa 84.0% 94.0% 84.0% 91.0%
Training time(hrs) 0.0027 1.47 0.16 0.27

In investigating the imbalanced Urdu news dataset, it was discovered that the Bagging (with
base-estimator Multilayer Perceptron) and deep dense neural network out performed Multinomial
Naïve Bayes and XGboost. According to the current results deep dense neural network achieved
92.0% mean precision, 92.0% mean recall, 92.0% mean f1_score, and 91.0% mean Cohen kappa
and Bagging achieved 95.0% precision, 94.0% recall, 95.0% f1_score, and 94.0% Cohen kappa.
The performance analysis of classifiers is shown in Fig. 6. The Receiver Operator Characteristic
(ROC) curve of Bagging is shown in Fig. 7. The ROC curve of the Deep dense neural network
is shown in Fig. 8.

Figure 6: Performance analysis of algorithms
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Figure 7: ROC of bagging

Figure 8: ROC of deep dense neural network

7 Conclusion

This paper can be considered a significant landmark to perform Urdu news classification,
finding cosine similarity among Urdu news. It employs FastText to find the semantic meaning
of words. Furthermore, it defines extracting features from documents and selecting features for
sparsity reduction to make the machine learning algorithms more efficient. It demonstrates the
application of state-of-the-art machine learning algorithms, Multinomial Naïve Bayes, Bagging,
XGBoost, Deep dense neural network. Experimental results show Bagging with Multilayer-
Perceptron as a base- estimator and deep dense neural network algorithms perform better on the
Urdu news dataset than Multinomial Naive Bayes XGBoost. Deep dense neural network achieved
92.0% mean precision, 92.0% mean recall, 92.0% mean f1_score, and 91.0% mean Cohen kappa
and Bagging achieved 95.0% precision, 94.0% recall, 95.0% f1_score, and 94.0% Cohen kappa.
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