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Abstract: Software-defined network (SDN) becomes a new revolutionary
paradigm in networks because it provides more control and network operation
over a network infrastructure. The SDN controller is considered as the oper-
ating system of the SDN based network infrastructure, and it is responsible
for executing the different network applications and maintaining the network
services and functionalities. Despite all its tremendous capabilities, the SDN
face many security issues due to the complexity of the SDN architecture.
Distributed denial of services (DDoS) is a common attack on SDN due to its
centralized architecture, especially at the control layer of the SDN that has a
network-wide impact. Machine learning is now widely used for fast detection
of these attacks. In this paper, some important feature selection methods for
machine learning on DDoS detection are evaluated. The selection of optimal
features reflects the classification accuracy of the machine learning techniques
and the performance of the SDN controller. A comparative analysis of feature
selection andmachine learning classifiers is also derived to detect SDNattacks.
The experimental results show that the Random forest (RF) classifier trains
the more accurate model with 99.97% accuracy using features subset by the
Recursive feature elimination (RFE) method.

Keywords: Machine learning; software-defined network; distributed denial
of services; feature selection; protection; artificial neural network; decision
trees; naïve bayes; security

1 Introduction

The software-defined network (SDN) paradigm gained the most significant interest in current
days. The data centres and operator networks are shifting from traditional networks to SDN based
networks because it provides more reliable, flexible and secure network environment [1–3]. Conse-
quently, the deployment of the SDN in data centres and cloud computing environments provide
reliable and flexible network architecture. The separation of control and data planes is the main
innovation behind the SDN. Furthermore, the SDN provides an intelligent centralization that
consists of controllers that manage the forward packet devices, and the well-designed configuration
like (Open-Flow) of these devices is essential [4,5]. In the SDN, network devices like switches
only forward logic, whereas the decision making and control logic ability are software at an SDN
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controller. The SDN controller makes the new network flow policies and instructs the switches to
follow the new policies maintained in a flow table [6]. Despite all these impressive innovations,
the SDN-based network environment’s several components pose some additional security threats
to the SDN controller. So, the security of the SDN controller is becoming a key challenge for
the development of future SDN based networks. As far as many issues to be addressed, all the
security of the SDN controller is considered the highest concern. Distributed denial of service
(DDoS) is a critical security issue for the SDN controller. The main aim of a DDoS attack is
to make the computing resources unavailable for the users. The DDoS attack is usually caused
by one or more than one bot, which is penetrated by software from malicious code. The DDoS
attack also become a cause of massive damage to the network because it spreads more quickly.
Furthermore, the SDN controller loses its centralized control when it is under of DDoS attack
because the controller is separated from the rest of the network.

Furthermore, the detection and mitigation technologies for the DDoS attack in SDN envi-
ronments is needed. In the DDoS attack, a large number of packets being forward toward the
target network. If the destination and source IP addresses of the forward packets are forged, and
switches do not find in its flow table entries, then unmatched flows consider as new flows. After
that, the switch sends that unmatched packet to the SDN controller or directly forward the packet.
The SDN controller is responsible for finding the forward paths of these packets. In legitimate
traffic, many DDoS flows are hidden, which continuously consume the controller’s resources, and
ultimately, the controller’s resources become unavailable for the upcoming new packets. As a
result, the SDN controller shut down, and the whole network goes downstate. Disappointedly,
this security issue still exists even in the presence of the backup controller [7]. The characteristics
of the DDoS attack in an SDN environment is quietly different from the traditional networks.
By analyzing the principles of the DDoS attack on the SDN controller, it can be concluded as
below:

• In traditional networks, one is more network links or DDoS attackers target destination
servers. In SDN, the DDoS attack is carried out on the controller. The primary purpose is
to make the controller resources unavailable by failing a single point in SDN.

• In traditional networks, the IP addresses of the packets are real. That is why the DDoS
attacker usually targets the terminal server. In the SDN, to launch a DDoS attack, the
attacker tries to forge the IP addresses of the destination that involve the controller into
continuous processing with new flows. The resources of the controller go to the unavailable
state.

• In traditional networks, the server stops providing services to legitimate users when it suffers
a DDoS attack. The controller lost contact with the data plane in the SDN and failed to
provide services for the forwarding data packets when it suffers a DDoS attack.

In traditional networks, the detection of DDoS attacks is relatively at the mature stage.
However, the detection of DDoS attacks in the SDN environment is still an open security issue
because the SDN is a new paradigm in computer networks. In an SDN environment, the detection
techniques, which are primarily implemented in the traditional networks, are followed to detect
DDoS attacks in SDN without knowing the characteristics of the attack. The existing DDoS
attack methods applied on the SDN controller do not efficiently detect the attack in SDN due
to different characteristics of the SDN architecture. The SDN controller needs to continuously
collect the network traffic information from the switches to determine the occurrence of the DDoS
attack, which increases the controller’s workload.
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Consequently, to overcome these challenges, the intelligent detection of DDoS attacks in SDN
is needed. In recent years, several Machine learning (ML) methods and techniques for detecting
DDoS attacks in SDN have been proposed by the researchers. The machine learning techniques
and approaches use historical data to learn the network behaviour and predict the upcoming
packets. ML-based techniques have shown effective results for the classification of normal and
attack traffic. Furthermore, the ML techniques require a particular set of features that includes
source and destination IP addresses, source and destination port numbers, flow durations etc., of
the network flows [6]. ML techniques also have lower computation costs than the Deep packet
inspection (DPI) techniques [8–11].

Furthermore, in the SDN infrastructure, when the controller is under a DDoS attack, both
forwarding and controller layers suffer from resource depletion. The existing research has shown
improvement in detecting DDoS attacks at the control layer [8,12–14]. A large dimensional and
large volume of network traffic data is used in machine learning-based techniques. Selecting the
most relevant features from the data set for the training and testing of machine learning models is
still an open issue. The optimal selection of packet features is important because it influences the
design of the efficient ML-based detection model for the DDoS in SDN. Motivated by this, in this
paper, a comparative analysis of feature selection based ML classifiers is present for the efficient
detection of DDoS attacks in the SDN. Different feature selection techniques that include filter,
wrapper, and embedded are used to find out the most optimal subset of features for the training
and testing of ML algorithms. The optimal selection of features subset is significant because it
reflects the overall accuracy of the machine learning classifier. The literature survey related to the
SDN has concluded that the SDN controller’s control plane exhibit more vulnerabilities for the
DDoS attack, and most of the researchers preferred ML techniques [15–19]. Moreover, selecting
the optimal features from the data set is still insignificant because the use of a large number of
features for the ML models increases the cost and time complexities. Furthermore, the use of
irrelevant features is not able to detect the attack more efficiently.

The main contribution of the paper is as follow:

• This work utilizes different feature selection techniques to find the most optimal features for
the training and testing machine learning models. The machine learning model with optimal
features gives effective results for detecting DDoS attacks in SDN controllers.

• The presented analysis combines features selection techniques with a machine learning
model. Further, to reduce the training time of the machine learning models, the subset of
optimal features is used.

• The presented analysis compares the results of machine learning classifiers on a different
subset of features that are ranked by the feature selection methods. The experimental
results have shown the effectiveness of the machine learning classifiers with feature selection
methods to detect DDoS attacks in SDN.

The rest of the paper is organized as follows. Section 2 briefly describes the related work in
this field. In Section 3, the mechanism of DDoS attacks in SDN is elaborated. Section 4 describes
the material and method of this work. In Section 5, the experimental results of the machine
learning classifiers for DDoS attack detection in SDN. Finally, the conclusion of the paper is
discussed in Section 6.
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2 Related Research

Machine learning techniques give a compelling performance for the detection of DDoS
attacks in SDN. The ML techniques effectively detect the attack against the control plane of
the SDN controller. This section briefly discusses the current works to detect DDoS attacks in
SDN using machine learning techniques. Furthermore, features selection based ML models and
techniques presented by the researchers in recent years are analyzed in the section. In [15], a
statistical and machine learning-based method is proposed. K-mean and K nearest neighbors
(KNN) based hybrid model is proposed in [16]. Support vector machine (SVM) based DDoS
detection in SDN was performed in [17]. Kernel principal component analysis (KPCA), Genetic
algorithm (GA) and SVM based method is presented in [18].

In [20], an entropy-based technique that uses Flow samples are presented for traffic classifica-
tion, and it just focuses on a standard distribution of the traffic. A COFFEE model that extracts
the features from the flow for the detection of attack is present in [21]. For the extraction of
more features, the suspected flow sends to the controller. In [22], many features are utilized by the
machine learning techniques to detect the attack.

Furthermore, in [23], traffic features based on a lightweight DDoS attack detection algorithm
is presented. The Self-organizing map (SOM) is used for the analysis and extraction of traffic
information. After the extraction of features Artificial Neural Network is used for the detection
of DDoS attacks. In [24], the researchers proposed a k-nearest neighbor-based algorithm that uses
the abstract distance between the traffic features to detect the attack. This algorithm gives effective
results for the detection of abnormal flow and also reduce the false alarm rate. Although the
researchers proposed various machine learning-based solutions for detecting DDoS attacks, these
solutions have some limitations in terms of optimal feature selection, low accuracy and efficiency.

In [25], Naïve bayes (NB) and K-mean clustering-based method was proposed to detect DDoS
attacks. The K-mean cluster method clusters the traffic data that show similar behaviours and the
Naïve Bayes algorithm classifies the cluster data into standard and attacks traffic. In [26], Artificial
Neural Network-based methods are proposed to detect known and unknown DDoS attacks. The
researcher in the controller applies a dynamic Multilayer perceptron (MLP) that works with a
feedback mechanism to detect DDoS attacks [27]. They use some selected features that cannot
distinguish between standard and attack traffic flows.

In [28], the authors introduced the trigger mechanism that detects the DDoS attack faster and
reduces the switches’ workload. The trigger mechanism applied on the controller’s control plane
effectively attacks but increases the controller’s workload. Zang et al. [29] proposed a finer-grained
method that uses the flow features to detect an attack. It extracts the 39 different traffic features
from the flow and improves the detection accuracy.

3 DDoS Attack in SDN

In a DDoS attack, the rate of incoming packets towards the network becomes high. Hence,
the collection of spoofed and legitimate packets binds the network resources that make the
resources unavailable. If this process continues, the server starts to drop the packets, and it
becomes unreachable for the new incoming legitimate packets. The DDoS attack is categorized
into three types: application-layer attack, protocol-exploitation attack, and volumetric attack. The
TCP flooding and UDP flooding attacks are considered volumetric attacks, whereas the DNS
and HTTP flood are referenced as application-layer attacks [30]. The control plane of the SDN
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controller has centralized network intelligence. In a single SDN controller-based architecture, there
is a high chance of a Single point of failure (SPF).

When the attacker gets access to the controller, it gives massive damage to the network’s
infrastructure [31]. At the top of the control plane, the applications that include routing, firewall
and load balancing are operated. If the attacker accesses the firewall application, the controller
forms a different Access control list (ACL) [32]. A secure connection is created between the OF
switch and controller using TLS/SSL; if the TLS connection goes on downstate, it needs a backup
controller for the switch. In such a case, the OF switch will use the flow table according to his
choices. A DDoS attack may create onto the controller when a malicious flow can be rule into
the flow table [33–35]. Besides this, in SDN, the format of the flow has some essential properties.
The SDN controller uses the southbound protocol that includes OpenFlow to take action against
the flow entries. The same flow in SDN maybe has more than one rule for it. The flow has
different fields that include timeout, counter, action field, priority, etc. Each field has its specific
task. For example, the timeout field represents the expiration time for a flow. The counter field
keeps the information regarding bytes per flow, and the instruction field identifies the needed
action for a flow entry. Fig. 1 describes the discussed scenario.

Figure 1: Systematic diagram of attack in SDN controller

4 Material and Method

This section describes the material and method of the paper. The systematic diagram of the
process steps for the implementation of feature selection methods and machine learning classifiers
is presented in Fig. 2. Additionally, this section also describes the description about dataset,
feature selection methods and machine learning classifiers. This process consists of different phases
that includes data selection, feature selection, data partitioning and modeling.

4.1 Data Set
This section briefly describes the description of the data set that has been used in this work.

NSL-KDD [18] dataset is used to for the training and testing of machine learning classifiers for
the detection of DDoS attack. The NSL-KDD is the refined version of the KDD’99 dataset.
The data set has 41 features and 52,800 records that have been considered for the simulation.
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The NSL-KDD has the data of different type of attacks that includes DDoS, Probe, R2L, U2R
and normal traffic. The data related to DDoS attack is extracted from the original data set and
it used to evaluate the performance of different machine learning classifiers for the detection of
DDoS attack in SDN. The ML classifiers perform efficiently and evaluate accurately. The features
of the NSL-KDD dataset are listed in Tab. 1.

Figure 2: Systematic diagram for the implementation of features selection and machine learning
methods

Table 1: Features of the dataset [18]

No. Feature name No. Feature name

1 Duration 22 Srv-count
2 Source bytes 23 Serror-rate
3 Destination bytes 24 Srv-serror-rate
4 Land 25 Rerror-rate
5 Wrong fragment 26 Srv-rerror-rate
6 Urgent 27 Same-srv-rate

(Continued)
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Table 1: Continued

No. Feature name No. Feature name

7 Hot 28 Diff-srv-rate
8 Number-of-failed-login logins 29 Srv-diff-host-rate
9 Logged-in 30 Dst-host-count
10 Num-compromised 31 Dst-host-srv-count
11 Root-shell 32 Dst-host-same-srv-rate
12 Su-attempted 33 Dst-host-diff-srv-rate
13 Num-rootNum-file-creations 34 Dst_host_same_src_port_rate
14 Num-shells 35 Dst_host_srv_diff_host_rate
15 Num-access-files 36 Dst_host_serror_rate
16 Num-outbound-cmds 37 Dst_host_srv_serror_rate
17 Is-host-login 38 Dst_host_rerror_rate
18 Is-guest-login 39 Dst_host_srv_rerror_rate
19 Count 40 Protocol_type
20 Num_file_creations 41 Flag
21 Service

4.2 Feature Selection in Machine Learning
In machine learning, feature selection task is important because the use of irrelevant features

by the ML model can increase the running time and the cost of the system. It also affects the
performance of the models and makes the generalization performance of the models much poorer.
In general form, the feature selection method for a learning problem from data can be formulated
as: for a given set of labeled data samples (x1,y1), . . . . . . (xi,yi) where xiεRn and yiεR(or yiε{±1}
for a classification problem), the variable yi achieved the lowest prediction error for a subset of
m features (m < n). There are several algorithms that can be used for the selection of optimal
features. In general, they can be structured into three different categories that includes filter,
wrapper and embedded.

4.2.1 Filter Methods
In filter methods, the variable ranking technique is used as a principle for the selection of

features. Ranking methods are well known due to their simplicity and also have good success for
practical applications. For the selection of the features, a suitable ranking criteria and threshold
is used. The features that are below from the threshold value will be discarded from the feature
subset. Furthermore, ranking methods, also known as filter methods, are applied on the dataset
before classification to filter out less relevant features. The basic property of the optimal features
is that they contain the information related to different classes that are present in the data.
This property describes the relevance of the features and provides a way for the measurement
of features usefulness for different classes. Furthermore, the relevant feature does not depend on
input data, but they depend on the class label i.e., if the feature has no influence on the class
labels than it can be discarded. The correlation is used in filter methods for the determinations of
the unique or optimal features. The correlation and mutual information both methods are used
in filter methods for the selection of optimal feature subset. These methods are formulated as:

Ri =
cov (xi,Y)√

var (xi) ∗ var (Y)
(1)
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where in Eq. (1) xi is the input variable, Y represents the output, cov is the covariance, and var
is the variance.

H (Y )=−
∑
y

p (y) log (p (y)) (2)

In Eq. (2) Y is the uncertainty information output, and p (y) is the probability for each input.
So, in this paper, three different filter methods that include Information gain (IG), Correlation
coefficient (CC), and Chi-Square have been used for the selection of optimal features.

4.2.2 Wrapper Methods
The wrapper methods use itself as a regression or classification model and search the good

subset of features through evaluation function. The classification model with different subsets of
features is run on the training dataset. The features which produce lowest estimated error will
be chosen as optimal features. The mathematical formulation of the wrapper methods as follows:
The main goal of the feature selection method is to find the optimum n-column vector σ where
σε{0, 1}, that is defined as the optimal subset of selected features, which can be further defined
as

σθ = argmin
(∫

V
(
y, f

(
x∗σ,α

))
dP(x, y)

)
(3)

In the above Eq. (3), V represents the loss function, P(x,y) is the unknown probability
function that was defined for the sampled data x∗σ = (x1σ1,.......,xnσn). The function y = f (x,α)

represents the classification engine that is evaluated for each selected feature subset σ and for each
subset of its hyper-parameter α. This paper uses three different wrapper methods that include
Forward feature selection (FFS), Backward feature elimination (BFE), and Recursive feature
elimination (RFE) for the raking of most optimal features.

4.2.3 Embedded Method
The embedded feature selection methods are included in the classification and regression

models. In these algorithms, the features that best contribute for the accuracy of the model will
be selected as optimal subset of features. The wrapper based and filter based methods have been
combined for the development of the embedded methods. Furthermore, they take the advantage
of the feature selection process and performs the features selection and classification simultane-
ously [36]. The Lasso embedded feature selection algorithm has been used for the selection of
optimal features because it eliminates the weights of the least important features and gives a
reduced set of features. The Lasso method is formulated is as:

N∑
i=1

⎛
⎝yi−

∑
j

xijβj

⎞
⎠

2

+λ

p∑
j=1

|βj| (4)

In the above Eq. (4) the βj is the regular coefficient of the classifier model, xij is the stan-
dardized set of features and yi is the centered output, λ control the shrinking of the coefficient,
for i in [1, N] where N represents the number of observation, and j in [1, P] where P denotes the
number of features. The goal of the Lasso function is to minimize the number of features.
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4.3 Machine Learning Classifiers
The set of optimal features which were selected by different feature selection methods are

used as an input for different machine learning classifiers. The brief description of these classifiers
is as below:

4.3.1 Random Forest
This section describes the general framework of the Random forest (RF) model. The RF

classifier model consists of 1000 trees, and minimum number leaf node is 1. Furthermore, in the
RF model every weak learner was grown to its maximum, unpruned, and 63% observations of
the feature subset

√
m was provided for the bootstrap, where m represents the number of features,

and all optimal features are used by the RF model.

4.3.2 Support Vector Machines
The support vector machine model is implemented with radial basis kernel function where the

optimal hyperplane is computed as:

argmin

(
w
1
2
wtw+C

N∑
i=1

ϕi

)
(5)

Subject to yi(wt∅ (xi)+ b≥ 1− ϕi) where ϕi is ≥ 0, i = 1, . . . ,N, where C represents the cost
factor that penalizes the miss-classification in the training data, w is the vector coefficient, b is
the constant intercept term, and ϕi is used to control the margins on each side of hyperplanes,
and ∅ represents the radial basis kernel function. In SVM, the radial basis kernel function gives
better accuracy as compared to the linear kernel function.

4.3.3 K-Nearest Neighbors
K-nearest neighbors is a supervised machine learning classifier that is simple and can be easily

used to solve regression and classification problems. The nearest k neighbors mechanism is used to
determine the class for the new upcoming data. The Euclidean and Manhattan distance functions
are used for the measurement of the distance between two data. In this paper, the Euclidean
distance function is used. The similarity between the data samples that to be classified and the
sample that were found in the classes was distinguished. The Euclidean distance function calculates
the distance between the new encountered data and the data which is present in the training set
individually. After that, the classification set is created by selecting the k dataset which has the
smallest distance. The number of KNN neighbors is based on the value of classification. The
mathematical formulation is presented as below:

d (q, p)=
√√√√ n∑

i=1

(qi −pi)
2 (6)

where in Eq. (6) qi is the data points in the data set and pi represents the probability of each
data point.

4.3.4 Naïve Bayes
The Naïve Bayes algorithm is based on the bayes rules that uses conditional independences

of the features X , [X1,X2,X3, . . . . . .Xn] and corresponds to the output Yε [0, 1] . Furthermore, the
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Gaussian NB model uses probability for the estimation class of continuous predictive features.
The probability of features for the different classes is computed as:

P (Y= 1|X)= 1

1+ exp(w◦ +∑N
i=1 xiwi)

(7)

where wi represents the weights that are w1,w2, . . . . . .wn and computed with wi = μi0−μi1
σ 2
i

and

w◦ = ln
P(Y= 0)
P(Y= 1)

+
∑
i

μi0−μi1

σ2
i

(8)

where σi represents the standard deviation and μi is the mean of the feature xi.

4.3.5 Decision Trees
The Decision tree (DT) consists of nodes and branches. It arranges the knowledge extracted

from the data in the recursive hierarchical structure. Each internal node is represented as an
attribute, and it is associated with the relevant data for classification. The classes in the data set
are corresponding by the leaf nodes of the tree, and branches represent the possible results. The
new input can be classified continuously by the nodes and branches until the lead node is reached.
The main aim of the induction process in the DT is to maximize the correct classification for all
the training data.

Furthermore, the pruned process is applied to the trained tree to avoid overfitting. The
decision tree also generates a comprehensive structure of the classification. For each new data, the
final classification is determined through the verification of different attributes. In DT, the Gini
index is used for the classification which as formulated as:

Gini (Lk)= 1
c∑

c=1

−(p(c|Lk))
2 (9)

where in Eq. (9) p is the probability, c is the class and Lk represents the leaf node for each class.

4.4 DDoS Detection Model
The machine learning-based model for the detection of DDoS attacks in SDN is presented

in Fig. 3. The model monitors the OpenFlow (OF) switches for time intervals, and the SDN
controller sends the flow results to all the switches present in the network. Furthermore, the SDN
controller receives the statistics of the flow, and after that, it fed these flows into the statistics
monitor for the extraction of features. The extracted features send to the feature selection method
to select the optimal features that are important for the detection of DDoS attacks. After feature
selection, these features are sent to the machine learning classifiers that predict the normal and
attack traffic flow. If the ML classifier detects the DDoS attack, then the mitigation module
present in the SDN controller immediately sends new flow rules to the switches to drop the
upcoming packets.
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Figure 3: Machine learning based DDoS detection model

5 Experimental Results

To evaluate the performance of the machine learning classifiers, different evaluation metrics
that includes accuracy, precision and recall have been selected. Confusion matrix is used to
compute these evaluation metrics. The performance evaluation of the machine learning classifiers
is important for the accurately detection of attack in the SDN controller. The mathematical
formulation of these metrics is as follow:

Accuracy= TP+TN
TP+FP+TN +FN

Precision= TP
TP+FP

Recall= TP
TP+FN

Specificity= TN
TN +FP

Among these formulas, TP (True positive) is the probability of the attack traffic which is
recognized as attack; TN (True negative) is the probability of normal traffic which is known as
normal traffic; FP (False positive) is referred as the probability of the normal traffic which is
recognized as attack traffic and FN (False negative) is the probability of the attack traffic which
is recognized as normal traffic. The classifier which achieved the higher recall rate and accuracy
gives better detection performance for the attack.

In this section, the performance of the various classifiers has been evaluated on different opti-
mal features subsets that is selected by feature selection methods. The classifiers that include SVM,
KNN, NB, RF and DT are selected. Furthermore, the filter, wrapper and embedded methods are
used to rank the most optimal features. These methods include Information Gain, Correlation
Coefficient, Chi-Square, Forward Feature Selection, Backward Feature Selection, Recursive Fea-
ture Elimination and Lasso. The accuracy curves for these methods are shown subsequently in
Figs. 4–10.
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Figure 4: Accuracy curve for information gain

Figure 5: Accuracy curve for correlation coefficient

Based on the results, the classification accuracy of the different classifiers goes on the stable
state on different subsets of the features. Here, stable accuracy is defined as some classifiers
achieving maximum accuracy at the same set of features. Therefore, it is imperative to find
the top-optimal features subsets on which classifiers offer better results for detecting the attack.
Compering the accuracy of the different classifiers, the RF classifiers consistently achieved 99.97%
accuracy on the feature’s subset, which is ranked by the RFE method. Therefore, our finding is
that the RF classifier gives better results than the other classifiers for detecting DDoS attacks.
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Figure 6: Accuracy curve for chi-square

Figure 7: Accuracy curve for FFS

Furthermore, a comparative analysis of the different classifiers on different subsets of the
optimal features is presented in Tab. 2. The table shows the number of features selected by each
method and the accuracy of the classifiers on this subset of features. It is observed in the table
that the maximum accuracy, which is 99.97%, is achieved by the RF classifier on the RFE feature
subset. The favourable results of the RFE methods cloud are attributed to the fact that the
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RF classifier and RFE are both founded on similar information metrics. Furthermore, the other
classifiers that include SVM, NB, KNN and DT also give better results on the RFE feature subset
compared to the features subset that is ranked by the other feature selection methods. So, it is
also concluded that the 28 features selected by the RFE method are most optimal for detecting
DDoS attacks in SDN.

Figure 8: Accuracy curve for BFE

Figure 9: Accuracy curve for RFE
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On the other hand, the Chi-Square method relatively achieved low initial accuracy of 48.77%
by the NB classifier. It is also observed that the accuracy of the second highest, which is 99.94%,
is achieved by the RF classifiers on the Backward feature elimination feature subset. However,
it selects the 34 number features that increase the computational time and complexity of the
classifier. Therefore, based on the analysis of results, it is reasonable to conclude that the RFE
method selects the top-fittest features for the classifiers. Furthermore, the other evaluation metrics
that include precision, recall and specificity of the classifiers were also computed using a confusion
matrix. The Figs. 11a–11c show the comparison of the different classifiers in term of precision,
recall and specificity respectively.

Figure 10: Accuracy curve for Lasso

Table 2: Comparison of experimental results

ML Classifiers Filter method Wrapper method Embedded

Information
gain

Correlation
coefficient

Chie-square Forward
selection

Backward
elimination

Recursive
elimination

Lasso

Number of selected features

20 23 24 34 34 28 24

Accuracy

SVM 60.19% 80.61% 59.45% 58.60% 59.62% 89.18% 59.79%
KNN 99.57% 99.19% 99.41% 98.66% 98.50% 98.57% 99.54%
NB 85.08% 63.79% 48.77% 84.79% 83.42% 92.12% 69.43%
RF 99.92% 99.91% 99.91% 99.91% 99.94% 99.97% 99.90%
DT 99.88% 99.83% 99.85% 99.80% 99.86% 99.80% 99.83%
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Figure 11: (a): Classifiers result in term of precision (b): Classifiers result in term of recall (c):
Classifiers result in term of specificity
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Figure 12: Performance comparison of the proposed method with existing solutions in term of
accuracy

A comparative analysis of the proposed method with other recent machine learning develop-
ment for DDoS attack detection in SDN is shown in Fig. 12. The accuracy evaluation matrix is
used for the comparison purpose. It is clearly observed in Fig. 12 that the proposed method gives
better accuracy as compared to the existing research for the DDoS attack detection in SDN.
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6 Conclusion

Although the SDN makes considerable advancements in networking, it faces several security
issues, where the most common security issue for the SDN is DDoS attacks. The SDN controller
is the centralized control of the whole network and it becomes more vulnerable to DDoS attacks
can reach there. Hence, the intelligent detection of DDoS attacks in the SDN is needed. In
response to this problem, this paper presents a comparative analysis of different machine learning
classifiers based on the optimal subset of features for the early and accurate detection of DDoS
attacks over the SDN. The combination of the machine learning classifiers and the advantages of
the SDN protects the SDN controller from DDoS attacks.

Furthermore, the extraction and selection of optimal features for the machine learning-based
models are also crucial for accurately detecting an attack. The experimental results prove that
the RF classifier on recursive feature elimination ranked features subset achieves good results
for detecting attacks in the SDN controller. However, the resources consumption of the SDN
controller increases and the detection accuracy of the DDoS attack decreases when the network
is under a larger-scale network traffic. Furthermore, the use of an irrelevant and many features
also increase the SDN control’s workload, which may affect the controller’s efficiency. In the
future, these machine learning classifiers and feature selection techniques would also be used to
detect the other attack classes such as smurf, Probe, R2L and U2R, in the SDN. Although in the
environment of a single controller, this work is well for detecting DDoS, it may fail to detect the
attack traffic in a multi-controller environment. So, in the future, these models are also evaluated
to detect attacks in a multi-controller context.
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