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Abstract: In recent days, advancements in the Internet of Things (IoT) and
cloud computing (CC) technologies have emerged in different application
areas, particularly healthcare. The use of IoT devices in healthcare sector
often generates large amount of data and also spent maximum energy for
data transmission to the cloud server. Therefore, energy efficient clustering
mechanism is needed to effectively reduce the energy consumption of IoT
devices. At the same time, the advent of deep learning (DL) models helps
to analyze the healthcare data in the cloud server for decision making. With
this motivation, this paper presents an intelligent disease diagnosis model
for energy aware cluster based IoT healthcare systems, called IDDM-EAC
technique. The proposed IDDM-EAC technique involves a 3-stage process
namely data acquisition, clustering, and disease diagnosis. In addition, the
IDDM-EAC technique derives a chicken swarm optimization based energy
aware clustering (CSOEAC) technique to group the IoT devices into clusters
and select cluster heads (CHs). Moreover, a new coyote optimization algo-
rithm (COA) with deep belief network (DBN), called COA-DBN technique
is employed for the disease diagnostic process. The COA-DBN technique
involves the design of hyperparameter optimizer using COA to optimally
adjust the parameters involved in the DBN model. In order to inspect the
betterment of the IDDM-EAC technique, a wide range of experiments were
carried out using real time data from IoT devices and benchmark data
from UCI repository. The experimental results demonstrate the promising
performance with the minimal total energy consumption of 63% whereas the
EEPSOC, ABC, GWO, and ACO algorithms have showcased a higher total
energy consumption of 69%, 78%, 83%, and 84% correspondingly.
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1 Introduction

The Internet of Things (IoT) plays an important part in healthcare fields by fully altering the
landscape of the entire world. Miniaturized devices are the paradigm shift and building blocks to
reform healthcare, therefore sustainability and security are the essential parameters to construct smart
IoT based medical healthcare [1]. Also, IoT method is the magic to determine the stronger connections
among real-worlds and physical by gathering all the heterogeneous techniques at a single general
environment in a cost-effective, prominent, secure dynamic, and flexible way. As well, developing and
broadly utilized part of IoT created the everyone lives convenient and comfortable when posed the
several problems viz., high energy drain, less sustainability, and less security and so on threatening
the smart IoT enabled healthcare related application. IoT application is advanced to utilize this
interconnected network, based on a digital platform. It provides a novel opportunity to accurate
and fast replies by attaining appropriate data. This smart network could obtain data from various
sources, locally process data by the reduced computing power or in a centralized way with high digital
computing resources for making smart decisions [2]. From this, predictive analysis, pattern detection,
or intelligent recommendations could be done.

Using these smart capabilities, IoT technique allows the enhancement of Quality of Service
(QoS). The data interchange is providing a continual flow among doctors, patients, biomedical
suppliers, pharmaceutical, etc. Regarding this, IoT utilizes innovative IT techniques for integrating
different modules of a cooperative network to enhance the service capability, flexibility, and efficiency
among smart devices. Such smart devices are capable of monitoring and sensing their environmental
condition, and evaluate the functions/activities on the installed platform [3]. The collected data could
be transferred to a decision support system or management unit for additional processing. Gathered
sensory data could be utilized for understanding the system’s present state by observing the state of all
units in the network and the status of the whole system. Initially, data processing technology could be
applied for transforming raw to input data [4]. Processed input data could be transformed into useful
data with the help of data processing methods and lastly, this data could allow the system to offer
self-action via knowledge processing methods with no human intervention. Specifically, IoT systems
could generate autonomous systems through self-management and self-governance capabilities.

Presently, a big portion of data is being made with IoT devices, utilized as “big data” and input
fed by deep learning (DL) algorithm for yielding useful data [5]. The DL method contains several
implications and is nearly accessible in all aspects of their life. Healthcare and Medical utilization
are amongst the more common ones and are yet developing. EHRs, incorporated digital images
(histology, radiography, and mammography), medical and administrative databases, data obtained
from medical devices IoT, genes data, data come from search engines and mobile applications, are
the key resources of DL algorithm which could help decide clinically, predict, diagnose, and so on.
Other people utilized in pharmaceutical and biomedical areas like pharmacogenomics, molecular
diagnostics, DNA Sequencing, identification of pathogenic variants, personalized cancer care, drug
discovery, and gene splicing [6]. Machine learning (ML) is utilized in different fields such as healthcare
and education. With the development of technologies, the availability of datasets and better computing
power on public domain sources have additionally improved the usage of ML [7].

ML is utilized in healthcare in massive regions. The healthcare sectors produce huge number of
data based on patient data, images, etc. which assist to recognize patterns and create predictions. ML
is utilized in healthcare for solving several challenges. Heart disease is depending upon the person,
and the extent of heart disease could differ from one patient to another [8]. Therefore, creating an
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ML method, trained it on the dataset, and entering personal details could assist in predictions. The
predictive results would be based on the data entered and therefore would be particular to that person.

This paper presents an intelligent disease diagnosis model for energy aware cluster based IoT
healthcare systems, called IDDM-EAC technique. The proposed IDDM-EAC technique initially
enables the IoT devices to perform the data acquisition process. Besides, a chicken swarm optimization
based energy aware clustering (CSOEAC) technique is designed to group the IoT devices into clusters
and select cluster heads (CHs). Furthermore, a new coyote optimization algorithm (COA) with deep
belief network (DBN), called COA-DBN technique is employed for the disease diagnostic process. To
assess the enhanced outcomes of the IDDM-EAC technique, a series of simulations take place using
the real time data from IoT devices and benchmark data from UCI repository.

2 Literature Review

Bharathi et al. [9] introduce an EEPSOC method for the efficient election of CHs amongst
different IoT devices. The IoT device utilized to sensitive healthcare information is gathered to a
kind of clusters and a CH would be selected through EEPSOC. Then, an ANN based classification
method is employed for diagnosing the healthcare information in the cloud servers for identifying the
seriousness of the disease. In Mohammadi et al. [10], the patient’s courtesy signal is recorded using
a wearable sensor. Such signals are later transferred to a server in the network platform. Also, this
study presents a novel hybrid decision making method for diagnoses. In this technique, feature sets
of person signals are generated primarily. Later, this feature keeps a low profile based on a learning
method. Then, a diagnosis is executed by a neural fuzzy method.

Phan et al. [11], proposed a smart LED therapy scheme for automated facial acne vulgaris
diagnoses on the basis of DL and IoT applications. The primary objective of this work is to improve
an LED therapy device using distinct LED grid control and power densities. Also, a DL method
based on adapted ResNet50 & YOLOv2 for automated acne diagnoses is established. Lastly, smart-
phone applications are developed for LED therapy parameter configuration and facial photography
image capture. Moreover, an H-IoT environment for the connectivity among LED therapy device,
smartphone application, and the cloud servers are projected for improving efficacy of the treatment
procedure.

Satpathy et al. [12], proposed an IoT based analyses method that could be utilized for designing
a user electronic device. These IoT based analyses method would alert the consumer while some of
the variables associated with his/her health are below/above the standard range. The data gathered
by this technique is transfer to the cloud via mobile applications and later transfer to the FPGA
analyses scheme. The raw data is processed and computed using the FPGA scheme, and pathological
condition is shown on the patients’ wearable IoT device. Juyal et al. [13] present a novel ‘Intelligent’
Skin Monitoring Device concept, which enables patients in rural regions for monitoring skin disease
remotely. The presented method has AI and cloud based IoT, in which CNN is utilized for analyzing
the disease predictions and medical images. Also, the impacts of the season are tackled in this study.
The architecture provides a preventive and diagnostic method to address the problem confronted by
the person with minimum or no skincare services in remote regions.

Sharma et al. [14], proposed a DL based Internet of Health Framework for the Assistance of
Alzheimer’s Patients. DeTrAs functions in 3 stages: (i) A RNN based Alzheimer predictive system
is projected that utilizes sensory motion data, (ii) an ensemble method for tracing abnormalities of
Alzheimer patients is developed that contains 2 portions: (a) CNN based emotion detection system
and (b) time-stamp window based NLP system, and (iii) an IoT based assistance mechanisms for
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the Alzheimer patient are introduced. Praveen et al. [15] introduce a novel OGSO approach based
clustering using DNN named OGSO-DNN method for dispersed healthcare system. The OGSO
method was employed in this work for selecting the CH from the accessible IoT device. The elected
CH transmits the data to cloud server, i.e., later performs DNN based classification procedure for
healthcare diagnoses.

Tuli et al. [16] presented a new architecture named HealthFog for incorporating ensemble DL
in Edge computing devices and placed for the real world applications of automated Heart Disease
analyses. Akhbarifar et al. [17], presented a remote health monitoring method that employs a
lightweight block encryption technique for providing security for health and medicinal data in cloud
based IoT platforms. In this method, the patient’s healthcare status is defined by forecasting crucial
situations via data mining approaches for analyzing their biological data sensed with a smart medical
IoT device where a lightweight secure block encryption system is utilized for ensuring the patient
sensitive data becomes secured.

3 The Proposed IDDM-EAC Technique

Fig. 1 illustrates the overall block diagram of IDDM-EAC model. In this study, a new IDDM-
EAC technique is derived for disease diagnosis in IoT enabled cluster-based healthcare system. The
IDDM-EAC technique involves a 3-stage process namely data acquisition using IoT devices, CSOEAC
based clustering, and COA-DBN technique disease diagnosis. The detailed working of three modules
is discussed in the succeeding sections.

Figure 1: Overall process of IDDM-EAC model

3.1 Data Acquisition

In user, health facts are gathered utilizing data acquisition approach which enables a seamless
combination of smart, low-power sensor, and alternate medical gadgets. As sensor node is combined
in, and about the human body for resolve of observing the function of person. During this method, the
user body sensor network was included with wearable and implanted sensor. The sensor is appropriate
in collecting student physiological measure also structured/unstructured design and transmitting to
coordinator. Also, time is most important parameter, and gateways are calculated to provide transient
synchronization to varied dataset previous to performing broadcast tasks. For maintaining the data
security at time of transferring, a channel is secure utilizing Secure Socket Layer (SSL) for offering
security as well as privacy.
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3.2 Design of CSOEAC Technique

At this stage, the CSOEAC technique is designed to elect an optimal set of CHs and organize
clusters in the healthcare system. The conventional CSO algorithm mostly handles the optimization
issues as the procedure of chicken exploring to food. The entire CS is separated into various chicken
flocks, all of them have chicks, cock, and hens. There is competition among every CS, and the optimal
cluster individual is attained via competition. The procedure of CSO algorithm is given below:

(1) In every CS, there are several sub-CSs, all of them involved with single cock, many chicks, and
hens.

(2) The CS splits numerous sub-CSs and determines the fitness value of individuals were the chicks,
cocks, and hens dependent. Many individuals with an optimal fitness value could act as cock.
Every cock is a leader of a CS. The hen arbitrarily follows a cock, and the relationships among
the hens and chicks are arbitrarily made.

(3) The mother-child relationship, dominance relationship, and hierarchy in the CS aren’t changed;
chicken regroups and upgrades each G generation.

(4) Sub-CS looks for food using the cock, the chick looks for food everywhere, the hens, and
individuals have a benefit in discovering food. The chicks, cocks, and hens in the CS perform
distinct manners of optimizing.

Individuals in the CS move based on their individual rules till they discover an optimal location.
Hence, the individual location in the CS corresponds to a solution to the optimization issue, and
detecting an optimal solution is the best solution to the optimization issue [18]. In the entire CSO, the
number of individuals in each flock is fixed to N, and the location of all CS individuals are denoted as
xi,j(t) , and their meaning represents the location attained in the t-th iteration of i-th flock individual in
j-th dimension. Hence, there is distinct position for the 3 distinct kinds of chicken in the CSO; i.e., the
location upgrade of the individual flock is altered by distinct locations based on the kind of chickens.
The cock has the optimal fitness value in all subgroups, and it could locate and determine food in an
extensive space.

The location corresponds to the cock is upgraded by:

xi,j(t + 1) = xi,j(t) ∗ (1 + Rand n(0, σ 2)),

σ 2 =
⎧⎨
⎩

1, fi ≤ fk,

exp
(

fk − fi

|fi| + ε

)
fi > fk,

(1)

Whereas Rand n(0, σ 2) generates a mean of 0 and Gaussian distribution arbitrary amount with SD σ ,
ε represents very smaller amount to avoid the denominator from being 0, fi indicates the fitness value
of an individual i, and fk represents the fitness value of individual k. An individual k is arbitrarily
chosen from rooster population and k �= i. The position of hen is upgraded by:

xi,j(t + 1) = xi,j(t) + c1 ∗ rand ∗ (xr1,j(t) − xi,j(t)) + c2 ∗ rand ∗ (xr2,j(t) − xi,j(t)),

c1 = exp
(

(fi − fr1)

abs(f1) + ε

)
(2)

c1 = exp (fr2 − fi),
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Whereas rand represents an arbitrary amount among zero & one, r1 represents the spouse cock of ith

hen, r2 indicates individual of each cock and hen in the flock and r1 �= r2.

The position corresponds to the chick is upgraded by:

xi,j(t + 1) = xi,j(t) + F ∗ (xm,j(t) − xi,j(t)) (3)

Whereas m signifies the hen corresponds to the ith chick and F indicates the follow-up coefficient that
implies chick followup the hen for finding food. Fig. 2 demonstrates the flowchart of CSO.

Figure 2: Flowchart of CSO

3.3 Design of COA-DBN Technique

The COA-DBN technique examines the healthcare data available at the cloud server and diagnoses
the diseases proficiently. DBN is a probabilistic generative method that has a stacking of several layers
of Restricted Boltzmann Machines (RBM) where it involves a layer of hidden visible and unit. The
DBN method endures extraction of a deep hierarchical depiction of the input data using greedy
layerwise process. When the layer of RBM endured training, the depiction of previously hidden layer is
fed as input to the following hidden layer. The framework of DBN is represented in Fig. 3. The DBN
method using l hidden layers involves l weight matrix: W (1), . . . , W (l). Additionally, it involves l + 1
bias vector: b(0), . . . , b(l) and b(0) offers the bias for visible layer. The likelihood distribution of DBN
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method could be determined by.

P(h(l), h(l−1)) ∝ exp (b(l)T h(l) + b(l−1)T h(l−1) + h(l−1)T W (l)h(l)) (4)

P(h(k)

i = 1|h(k+1)) = σ(b(k)

i + W (k+1)T

:,i h(k+1))∀i, ∀k ∈ 1, . . . , l − 2 (5)

Figure 3: Structure of DBN

A 2-layer DBN arranged by 2 RBMs hold a group of visible units and 2 layers of hidden unit.
Where h(1) & h(2) signifies the state vector of hidden layer, v denotes state vector of visible layer, W (1)

and W (2) signifies the matrix of the symmetrical weight, b(1) and b(2) implies bias vector of hidden layers,
and b(0) indicates the bias vector of visible layers.

P(νi = 1|h(1)) = σ(b(0)

i + W (1)T

i h(1))∀i (6)

If the real valued visible units are occurred, employed v using β diagonal for controllability [19].

v ∼ N(b(0) + W (1)T h(1), β−1) (7)

σ(x) = 1/(1 + exp (−x)).

h(1) = σ(b(1) + vTW (1)) (8)

h(l) = σ(b(l)
i + h(l−1)T W (l)), ∀l ∈ 2, . . . , m (9)

The weight from the trained DBN could be tuned optimally by the COA for enhancing the efficacy
of the whole network.
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COA is an advanced metaheuristic method i.e., depending on the adoptable features of the coyotes
as well as they face swapping actions. It has an attractive method of balancing between exploitation
and exploration. It starts with NP population size and Nc coyote amount as candidate solution. The
COA describes the social nature of coyotes as cost function and could be determined in Eq. (10):

SOCp,t
c = x = [x1, x2, . . . , xD] (10)

Whereas, c denotes the number and p represents the group and t indicates the simulative time to design
parameter. Initially, some arbitrary coyotes are generated as the solution candidate exists in the search
field, as follows.

SOCp,t
c,j = LBj + η × (Urj − Lrj) (11)

Whereas, η ∈ [0, 1] represents an arbitrary value and Lrj and Urj signifies the minimum and maximum
limit of jth variables in search field. The cost function of coyotes could be determined by.

objp,t
c = f (SOCp,t

c,j ) (12)

The COA updates the position of groups in an arbitrary manner. Additionally, the candidate could
update the position when it is leaving from the group and the leaving procedure created on the basis
of likelihood as follows.

P1 = 0.05 × N2
c (13)

Whereas ≤ √
200, P1 > 1. The coyote amount in groups needs to be constrained to 14 for enhancing

the algorithmic diversity, i.e., traditional interactions amongst coyotes. The optimum solution of
iteration is processed as alpha coyotes, as shown in Eq. (14):

αp,t = socp,t
c for min objp,t

c (14)

The common feature of coyotes for the traditional conversion is determined by [20]:

culp,t
j =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Rp,t
NC + 1

2
, j

, Nc is odd number

1
2

⎛
⎝Rp,t

NC

2
, j

+ Rp,t
NC

2
+ 1, j

⎞
⎠ 0.W .

(15)

Whereas, Rp,t calculates the coyote, social condition grade for group number p at time t for variable j.

The COA treats the coyote’s lifecycle i.e., incorporation of environmental factor as well as social
characteristics of parent coyote. The coyotes’ lifecycle could be shown in Eq. (16):

Blep,f
j =

⎧⎨
⎩

socp,t
r1,j, rj < prs or j = j1

socp,t
r2 j, rj ≥ prs + pra or j = j2

σj, O.W .
(16)

whereas rj ∈ [0, 1] indicates arbitrary values and r2 denotes an arbitrary coyote in the group p, σj are
an arbitrary value in the design parameter limit, j1 and j2 defines arbitrary design variable, and pra and
prs indicate the scatter probability and association that states the coyote traditional diversity from the
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group. The pra & prs is arithmetically determined by:

prs = 1
d

(17)

Pra = 1
2
(1 − pr) (18)

In which, d represents the parameter dimension. The algorithm of balancing process of coyotes’
lifecycle is provided under.

Calculate i & ω

if i = 1

Ble survives and coyote in ω demises

else if i > 1

Ble survives and eldest coyote in ω deceases

else

Ble expiries

End if Whereas i represents the coyote amount in the group, ω calculates the worse result of
coyotes, and the likelihood of decease for Ble is establishing to be 10%. The traditional transformation
between the groups could be denoted by δ1 & δ2 as follows:

δ1 = αp,t − socp,t
cr1 (19)

δ2 = culp,t − socp,t
cr2 (20)

Whereas, δ1 denotes the traditional variances amongst the leader (alpha) and elected coyote (cr1) and
δ2 determines the cultural variances between group cultures trending and selected coyotes (cr2). For
upgrading the social features dependent upon leader and group impacts, Eq. (21) is utilized.

nsocp,t
c = socp,t

c + r1 × δ1 + r2 × δ2 (21)

Whereas r1 and r2 denotes arbitrary number. Using the upgrade condition, the novel costs are achieved
by Eq. (23):

nobjp,t
c = f (nsocp,t

c ) (22)

socp,t+1
c =

{
nsocp,t

c , nobjp,t
c < objp,t

c

socp,t
c , O.W . (23)

A main characteristic of this approach is the ability to escape from the local optimal.

4 Performance Validation

This section investigates the performance of the proposed IDDM-EAC technique interms of
different measures. Firstly, the disease diagnostic outcome of the IDDM-EAC technique is examined
interms of sensitivity, specificity, accuracy, and F-score. The proposed model is executed on a PC
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Motherboard - MSI Z370 A-Pro, Processor - i5-8600k, Graphics Card - GeForce 1050Ti 4GB, RAM
- 16GB, OS Storage - 250GB, and SSD File Storage - 1TB HDD.

A brief sensitivity analysis of the IDDM-EAC technique under varying instance count is demon-
strated in Fig. 4. The results depicted that the IDDM-EAC technique has gained maximum sensitivity
under all instance count. For instance, with 2000 instances, increased sensitivity of 95.89% is achieved
by the IDDM-EAC technique whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques
have offered a decreased sensitivity of 92.60%, 87.90%, 83.20%, 93.30%, and 94.78% respectively.
Eventually, with 6000 instances, a higher sensitivity of 97.10% is realized by the IDDM-EAC technique
whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques have obtained a lower sensitivity
of 93.20%, 86.40%, 83.90%, 93.60%, and 95.63% respectively. In addition, with 10000 instances, a
raised sensitivity of 98.68% is reached by the IDDM-EAC technique whereas the K-NN, NB, SVM,
DT, and EEPSOC-ANN techniques have accomplished a decreased sensitivity of 93.60%, 89.10%,
84.20%, 96.00%, and 97.86% respectively.

Figure 4: Sensitivity analysis of existing and proposed IDDM-EAC method

Detailed specificity analysis of the IDDM-EAC approach under distinct instance count is depicted
in Fig. 5. The outcomes showcased that the IDDM-EAC technique has reached maximal specificity
under all instance count. For sample, with 2000 instances, an increased specificity of 95.10% is attained
by the IDDM-EAC manner whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN algorithms have
offered a decreased specificity of 84.20%, 83.40%, 80.20%, 92.60%, and 94.32% correspondingly.
Similarly, with 6000 instances, a higher specificity of 96.08% is understood by the IDDM-EAC
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technique whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques have obtained a lower
specificity of 87.30%, 86.90%, 83.40%, 92.40%, and 94.87% correspondingly. Eventually, with 10000
instances, a superior specificity of 94.21% is reached by the IDDM-EAC technique whereas the K-
NN, NB, SVM, DT, and EEPSOC-ANN methods have accomplished a minimal specificity of 89.30%,
86.40%, 84.30%, 90.40%, and 92.38% correspondingly.

Figure 5: Specificity analysis of existing and proposed IDDM-EAC method

Comparative accuracy analysis of the IDDM-EAC approach under varying instance count is
exhibited in Fig. 6. The results portrayed that the IDDM-EAC method has obtained higher accuracy
under all instance count. For sample, with 2000 instances, improved accuracy of 94.60% is reached by
the IDDM-EAC technique whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques have
offered a decreased accuracy of 89.40%, 76.80%, 73.40%, 91.60%, and 93.49% correspondingly. At the
same time, with 6000 instances, higher accuracy of 94.55% is realized by the IDDM-EAC technique
whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques have obtained the least accuracy of
87.60%, 77.80%, 75.60%, 90.40%, and 93.48% correspondingly. Furthermore, with 10000 instances, a
raised accuracy of 96.86% is reached by the IDDM-EAC technique whereas the K-NN, NB, SVM, DT,
and EEPSOC-ANN methodologies have accomplished a lesser accuracy of 89.30%, 82.40%, 81.60%,
92.80%, and 94.20% correspondingly.
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Figure 6: Accuracy analysis of existing and proposed IDDM-EAC method

A detailed F-score analysis of the IDDM-EAC approach under different instance count is out-
performed Fig. 7. The results depicted that the IDDM-EAC technique has reached maximal F-score
under all instance count. For instance, with 2000 instances, an increased F-score of 98.68% is achieved
by the IDDM-EAC technique whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques
have offered a decreased F-score of 92.40%, 85.60%, 81.20%, 97.60%, and 98.14% correspondingly.
Followed by, with 6000 instances, a higher F-score of 96.56% is realized by the IDDM-EAC technique
whereas the K-NN, NB, SVM, DT, and EEPSOC-ANN techniques have obtained a lower F-score of
92.40%, 87.20%, 86.40%, 93.20%, and 94.67% correspondingly. Also, with 10000 instances, a raised
F-score of 96.17% is attained by the IDDM-EAC algorithm whereas the K-NN, NB, SVM, DT, and
EEPSOC-ANN techniques have accomplished a minimal F-score of 90.90%, 83.70%, 81.90%, 93.30%,
and 95.21% correspondingly.

Finally, a total energy consumption analysis of IDDM-EAC technique with recent techniques
is Fig. 8 [9]. The results depicted that the IDDM-EAC technique has required minimal total energy
consumption under distinct number of IoT sensors. For instance, with 100 IoT sensor nodes, the
IDDM-EAC technique consumed lower total energy of 42% whereas the EEPSOC, ABC, GWO, and
ACO algorithms have demonstrated a higher total energy consumption of 46%, 58%, 61%, and 67%
respectively. Also, with 300 IoT sensor nodes, the IDDM-EAC manner consumed lesser total energy of
54% whereas the EEPSOC, ABC, GWO, and ACO techniques have outperformed an increased total
energy consumption of 59%, 67%, 73%, and 77% correspondingly. Finally, with 500 IoT sensor nodes,
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the IDDM-EAC method consumed lower total energy of 63% whereas the EEPSOC, ABC, GWO,
and ACO algorithms have showcased a higher total energy consumption of 69%, 78%, 83%, and 84%
correspondingly.

Figure 7: F-score analysis of existing and proposed IDDM-EAC method

Figure 8: Total energy consumption analysis of IDDM-EAC technique
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5 Conclusion

In this study, a new IDDM-EAC technique is derived for disease diagnosis in IoT enabled
cluster based healthcare system. The IDDM-EAC technique involves a 3-stage process namely data
acquisition using IoT devices, CSOEAC based clustering, and COA-DBN technique disease diagnosis.
The COA-DBN technique examines the healthcare data available at the cloud server and diagnoses
the diseases proficiently. In the COA-DBN technique, a hyperparameter optimizer using COA is
applied to optimally adjust the parameters involved in the DBN model. To assess the enhanced
outcomes of the IDDM-EAC technique, a series of simulations take place using the real time data
from IoT devices and benchmark data from UCI repository. The experimental results demonstrate
the promising performance of the IDDM-EAC technique with the minimal total energy consumption
of 63% whereas the EEPSOC, ABC, GWO, and ACO algorithms have showcased a higher total energy
consumption of 69%, 78%, 83%, and 84% correspondingly. In future, energy aware route planning and
data aggregation techniques can be designed to boost the overall efficiency of the complete network.
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