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Abstract: Currently, there are many limitations to classify images of small
objects. In addition, there are limitations such as error detection due to
external factors, and there is also a disadvantage that it is difficult to accurately
distinguish between various objects. This paper uses a convolutional neural
network (CNN) algorithm to recognize and classify object images of very
small moths and obtain precise data images. A convolution neural network
algorithm is used for image data classification, and the classified image is
transformed into image data to learn the topological structure of the image.
To improve the accuracy of the image classification and reduce the loss rate,
a parameter for finding a fast-optimal point of image classification is set by a
convolutional neural network and a pixel image as a preprocessor. As a result
of this study, we applied a convolution neural network algorithm to classify
the images of very small moths by capturing precise images of the moths.
Experimental results showed that the accuracy of classification of very small
moths was more than 90%.

Keywords: Convolution neural network; rectified linear unit; activation func-
tion; pooling; feature map

1 Introduction

Recently, with the amount of image data collected from smartphones, CCTV, BLACK BOXS,
etc., there is an increasing demand for analyzing and utilizing the contents visually for the meaningful
extraction of information by recognizing people, objects, and so on [1]. However, the problem is how
accurate the image quality is. In particular, very small object images are often difficult to distinguish by
photographs or eyes. To increase the accuracy of the object, high image quality image data is collected
and necessary object data is extracted. The extracted object image can be learned by applying the deep
learning algorithm, and then the object’s type of the object can be selected [2–4].

The fully connected layer (FC layer) used as input data in artificial neural networks (ANN) is
a layer in which all nodes of from the previous layer are connected to all nodes of from the next
layer. The input data of an ANN composed only of a FC layer is limited to a one-dimensional (array)
form [5].
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One color picture used in the ANN is 3D data, and several pictures used in the batch mode are
4D data. When it is necessary to train a FC layer with photo data, 3D photo data should be flattened
into 1D; but however, spatial information is lost in the process of flattening photo data. As a result,
because of the lack of information due to the loss of image spatial information, the ANN is inefficient
in extracting and learning features and has limitations in improving accuracy. A CNN is a model
that can be trained while maintaining the spatial information of the image to compensate for this
problem [6–9].

The CNN [10,11] used in this paper is a technique that mimics the human optic nerve structure.
It automatically learns the features necessary for recognition from image processing to recognition,
image recognition, and object recognition. It is an algorithm that can be applied effectively [12–17]. A
CNN is used to classify image data in this paper.

Classified image data is extended to image data to learn the topological structure of the image.
To improve the accuracy of image classification and to reduce the loss rate, a parameter for finding
the fastest optimal point of image classification is set using a CNN and minimum preprocessor of
pixel image [18,19]. The final result of this paper is to compare the accuracy and loss rate of data
in classification through image classification using CNN, and study parameter setting and model
instantiation for the improvement of image data classification [20–23].

The purpose of the study in this paper is to use a collection net made of a grid and sticky material
to acquire an object of rice pests with a size of 1 mm or less. It is intended to increase the accuracy
of artificial intelligence learning by expanding the objects of rice pests acquired from the gathering
network.

In addition, the CNN model is used to help the object search and management of rice pests, and
to be used very usefully, such as preventing the early spread of rice pests and preventing disasters.

This paper is organized as follows: Section 2 describes the image classification method using the
CNN algorithm; Section 3 describes the configuration of the whole system to be studied; Section 4
describes the experimental results; and finally, Section 5 discusses the conclusion of this paper.

2 Related Work
2.1 Image Classification Using CNN

The input data of ANN consisting of only FC layers is limited to a one-dimensional (array) form
as shown in Fig. 1.

Figure 1: 1-Dimensional structure of CNN

A one-color photograph becomes three-dimensional data, and a plurality of photographs used
in the arrangement mode is four-dimensional data. When the FC layers need to be learned by
photographic data, the three-dimensional photographic data must be flattened into one dimension.

However, spatial information is lost in the process of flattening photographic data. As a result,
lack of information due to loss of image space information limits the ANN to extract the feature points
and becomes inefficient and increases the accuracy [24,25]. However, a CNN is a model that can learn
while maintaining spatial information of images. CNNs can take full advantage of two-dimensional
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topological data as input data and show a good performance in phase and voice domain compared to
other deep learning neural network structures.

The core of the CNN is to automatically extract features through CNN and classify objects using
them. The convolution layer of the CNN has several convolution filters per layer, and the filters
are determined automatically by learning. Convolution filters are determined through the learning
function as feature extractors that automatically extract the characteristics of the input data. A
rectified linear unit (ReLU) is used as the activation function used in CNN learning [26]. The Sigmoid
function, which is a commonly used activation function, can create error because of slope of both ends
(the rate of change of the cost converges to ‘0’ so that learning does not proceed any further as the layer
becomes deeper); however, if you use ReLU, you will not have this error. In the system proposed in
this paper, the supervised learning method is used for determining whether an object is an object, and
many input object images are used for object learning.

2.2 Design of CNN Model to Search for Rice Pests

Each object’s information is required to perform extraction and training. After collecting large
quantities of images with the shape of objects and constructing them into learning data sets, passing
the CNN will adjust the values of the neural network as learning progresses [27–29].

The proposed system is shown in Fig. 2: Object detection and learning. After sorting by object type
in the object’s dataset, the sorted object types are incremented and classified. By using this increased
data, we learn about the characteristics of accurate objects by learning through a testing and training
process. Here, the target of the learning data is less than 1 mm, and since it is collected outdoors, many
unnecessary data are included, so a data booster is used for quick classification.

Figure 2: Configuration of the overall system

The configuration of the CNN of the proposed system is shown in Fig. 3. When the data used for
training is input, it passes through the furthest convolution filter, passes through the convolution C
layer to extract object features, and subsamples the dimension through maximum pooling (P layer)
iterations. The two-dimensional feature map generated through this process is transformed into a
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one-dimensional vector for the classification of object detection and is transmitted to a multi-layer
perceptron.

Figure 3: The architecture of the CNN object classifier

In the object recognition step, an object candidate region estimated based on an object type input
in real-time is detected, and an object corresponding to an object candidate region is passed through
a previously learned CNN to determine an object type. Fig 4 shows a detailed flowchart of each
step [30,31].

Figure 4: Concrete neural network concrete processing flowchart

The sequence of Fig. 4 is as follows. In the first step, after securing the data of rice pests obtained
from the collecting network, pre-processing is performed to select a model for each function and
prepare the data. The second step checks the learnability of these two functions. The third stage
measures hyperparameter tuning and performance for training and testing. If the data preparation for
each function and hyperparameter tuning are performed again according to the performance result.
Finally, when the target performance is reached, the data is enlarged, and the difference between real
field data and training data is checked for high resolution and process implementation.

One or more filters are applied to the input data coming into the convolution layer and become
the channels of the feature map. If n filters are applied to the convolution layer, the output data will
have n channels. To classify an image, input data for the size of the input image (width ∗ height ∗
RGB). At this time, the values of width = 32, height = 32, and RGB = 3 can be confirmed. The input
image passes through the layers in the order of convolution layers-ReLU-Pooling-Fully Connected.
At this point, you can see that the image becomes dim. The fully connected network at the final stage
is a key step in CNN’s decision to determine what a label means because it is a model that selects one
of several labels as a process of doing softmax. This softmax changes the result of classifying the label
to a value between 0 and 1 where the total is 1. It is said to be a probability because 1 is added to the
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whole. Eq. (1) is used as follows, where S (pre-diction: P) is the value predicted by softmax, L(Y) is the
actual Y value, and L is the label. In this case, since the cost is a function to calculate the distance of
actual value, V, it finds the lowest point in the direction of decreasing this value.

V(P, L) = −
∑

i

Lilog(Sofi) (1)

In this way, only the features of the object remain in the fully connected phase, and the convolution
layers and ReLU are made up of a pair, with a pool in between, which means pooling (sampling,
resizing).

The following are common parameters for finding the characteristics of an image with a filter.
A filter is also called a kernel. In CNN, filter and kernel have the same meaning. A filter is generally
defined by a square matrix such as (4, 4) or (3, 3), and consequently, the object of learning in CNN
is a filter parameter. The input data is traversed at specified intervals, and the resultant product is
multiplied by the channel, and then sum of the products of all the channels (3 in the case of color) is
made into the feature map. The filter is synthesized by multiplying the total input data by moving at
a specified interval, thereby creating a feature map. Fig. 5 illustrates the process of multiplying input
data with one channel by the (3, 3) size filter and the feature map process.

Figure 5: Composite product calculation and feature map

The filter calculates the resultant product by traversing the input data at a specified interval. The
interval at which the filter is traversed at a specified interval is referred to as a stride. When the stride
is 1, the filter is traversed to the input data, and when the stride is set to 2, the filter calculates the
composite product by moving 2 spaces. If the input data has multiple channels, the filter traverses each
channel, calculates the composite product, and creates a per-channel feature map. Then, the feature
maps of the respective channels are summed and returned to the final feature map. As shown in Fig. 6,
one feature map is created for each piece of input data regardless of the number of channels.

Multiple filters of the same size can be applied to one convolution layer. In this case, there are
as many channels as the number of filters in the feature map. Therefore, the number of filters applied
to the input data is the same as the number of channels in the feature map which is the output data.
The input data of the convolution layer is circulated by the filters, and the output created through
convolution is called a feature map or activation map. A feature map is a matrix created by the
convolution calculation, and an activation map is the result of applying the active function to the
feature map matrix. In other words, the final output of the convolution layer is the activation map.

The pooling layer is used to reduce the size of the output data (activation map) or to emphasize
specific data by receiving the output data of the convolution layer as input. There are three kinds of
pooling: max pooling, average pooling, and min pooling. Pooling operates by collecting the maximum
value of a value in a specific area of a square matrix or by aver-aging a specific area. Fig. 7 illustrates



1992 CMC, 2022, vol.71, no.1

how max pooling and average pooling work. Generally, you set the pooling size and the stride to be
the same size so that all the elements are processed once.

Figure 6: Multi-channel input data with filters applied

Figure 7: Max pooling, average pooling

The pooling layer has the following four characteristics compared to the convolution layer: First,
there is no learning target parameter. Second, the size of the matrix is reduced if it passes through the
pooling layer. Third, there is no change of the channel number through the pooling layer. Fourth, max
pooling is used mainly in CNN.

3 Experiments

The data of the moths used for the learning were learned using 9,700 original images collected
during 12 months from 2019 to 2020.

When the data used for learning is input, first, the convolution layer that extracts the features of the
object is extracted from the convolution filter, and the process of subsampling the dimension through
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the max-pooling layer is repeated twice. The two-dimensional object feature map generated through
the above process is transformed into a one-dimensional vector for classification and is transmitted
to the multi-layer perceptron.

In the first convolution layer, pooling is performed after 16 convolutions of 3 × 3 filters with
different arbitrary Gaussian distributions which are pooled, and in the second convolution layer,
pooling is performed after 64 convolutions of 3 × 3 filters which are converged in the same manner.
When three input images pass through the first layer, the input data is passed through the convolution
layer and max pooling, and a 16 × 16 × 16 feature map is generated. When passing through the second
convolution layer and the max-pooling layer, X 16 × 64 feature maps are generated. Convolution is
performed by adding all the boundaries of the input image to a value of 1 to avoid the loss of the
original image size. In the case of max pooling, down sampling is performed to reduce the total number
of all pixels by half.

Sixteen filters in the first layer and 64 filters in the second layer are learned as a combination of
numbers that can classify individuals as learning progresses. When performing single learning, drop-
out is used to arbitrarily select only 50% of the feature maps in a probabilistic manner and participate
in the learning so that over-sum does not occur.

The image used for learning is cut into 32 × 32 and input into the neural network. In the case of
small individuals, the shape is not clear, there is no fixed locational feature, and there are many forms
of transformation. This makes it difficult for neural network learning to find the feature that is the
rule, and as a result, the detection accuracy becomes low. To solve such a problem, when collecting
learning data, it is not necessary to learn data having a large object size, and a portion having a small
moth object in the image is cut to a size of 32 × 32. The forms were collected and studied.

In the detection of mollusks, all of the RGB data is used because the color has a significant
meaning. Therefore, the size of the final input data is 32 × 32 × 3 dimensions, and the system
distinguishes the types of the target object and the other two objects, which are replaced with logs
with a probability value between 0 and 1. The resultant value is a value used to classify which class is
suitable. The input data is classified into the class having the highest value. If the difference between the
two result probability values calculated by the target entity and the other entity is small, it is regarded
as not.

In the object recognition step, a candidate region estimated as an object is input by receiving
the current frame image and the previous frame image of an image to be recognized, and then the
corresponding image is passed through the previously learned CNN to determine a target object.

3.1 Implementation

The process of detecting the candidate station is shown in Fig. 8. Here, Fig. 8 proceeds as follows:
After inputting the current frame and the previous frame, filtering is performed using a Gaussian.
In CNN, filter and kernel are used interchangeably, and these filters are common parameters for
finding features of an image. Convolution is calculated by traversing input data at specified intervals.
After checking the difference in which the image of the two frames is generated, the moving area is
extracted. In order to detect an object candidate region, the current frame and the previous frame of the
image are passed through a 7 × 7 Gaussian filter to remove the noise of the image. The high-frequency
component included in the image is removed while passing through the Gaussian filter.

Fig. 9 shows the location of the object between images when microscopic pests and pests are
gathered in a collection tool made of a square mesh. The object is then extracted from the edge of
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the collection network to align the images. As shown in Fig. 9 an image of the difference between two
frames having temporal difference is calculated and a moving region is extracted. First, a selection
object is extracted as a candidate region. Next, the candidate region is separated into RGB channels,
and the R channel image is extracted as a suspicious region as a target object when the intensity of the
object is greater than the threshold value.

Figure 8: Process for detecting the candidate station

Figure 9: Compute image for the difference between two frames

In the R channel, both the other objects and target objects retain high numbers, while the G
channels show differences. Although the G channel threshold value is also high in the case of other
objects, the G channel value of the target object is relatively lower than that of the R channel
although there is a slight change according to the data shooting method, weather conditions, and
other conditions. The extracted object candidates are divided into 32 × 32 blocks and passed through
the pre-learned CNN, and the target objects and other objects are recognized according to the result
values.

Fig. 10 is the result of tracking the location of the image of the original object of the collection
network (in other words, extracting the target object). After extracting the edge of the collection
network of the tracked object, it is converted into a binarized object, and the target object is extracted
as a final result.

3.2 Results

The collected image set consists of a training set, a review set, and a test set as shown in Tab. 1
through random segmentation. Each set statistic after splitting should be approximately equal to the
entire dataset.

Fig. 11 shows the process for object detection of rice pests, the object recognition process of moths
in the CNN model.



CMC, 2022, vol.71, no.1 1995

Figure 10: Candidate in the extraction process

Table 1: Dataset through random partitioning

Dataset Total Images with
moth

Images without
moth

Moths
average

Moths per
image

Total 177 133 44 4,447 25.1
Training 110 83 27 2,724 24.8
Validation 27 20 7 690 25.6
Test 40 30 10 1,033 25.8

Figure 11: Object recognition process in moths

Finally, as shown in Tab. 2 the three types of moths of the target value to be searched are types
1 to 3, whereas the types 4 to 5 are classified as totally different kinds of moths among the collected
moths.

Table 2: Three types of target moths and the classification of other moths

Moth object results

Division Type 1 Type 2 Type 3 Type 4 Type 5

1 256 4 0 857 69
2 3 212 0 269 94
3 4 5 7 103 8
Total 263 221 7 1229 171
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4 Conclusions

In this paper, after learning a target object and other objects using a CNN, we proposed a method
of detecting object candidates using image data input by the target object. As can be seen from the
experimental results, the proposed system detects the candidate region with only motion and color,
and then detects the CNN with simple convolution using two convolutional layers. The trained neural
network has shown a particularly good effect in detecting targets and other objects in the target
segment candidate area.

The results of this study are as follows: First, we improved the structure of the CNN to increase
the number of convolutional layers and proposed a method to find several optimized functions by
combining functions. These results demonstrate the effectiveness of training complex neural networks
for detecting very small objects that are unclear in shape and color and can easily change in their
surroundings. Therefore, it can be seen that it is a good approach not only for object discrimination
but also for problems in complex environments.

Second, in this study, a method for selecting microscopic objects was proposed, which is intended
to present a model for protecting crops from pests. It will be helpful for rural areas for analyzing risks
by observing and predicting pests in the constant monitoring of crops.
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