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Abstract: The outbreak of Covid-19 has taken the lives of many patients so far.
The symptoms of COVID-19 include muscle pains, loss of taste and smell,
coughs, fever, and sore throat, which can lead to severe cases of breathing
difficulties, organ failure, and death. Thus, the early detection of the virus is
very crucial. COVID-19 can be detected using clinical tests, making us need
to know the most important symptoms/features that can enhance the decision
process. In this work, we propose a modified multilayer perceptron (MLP)
with feature selection (MLPFS) to predict the positive COVID-19 cases based
on symptoms and features from patients’ electronic medical records (EMR).
MLPFS model includes a layer that identifies the most informative symptoms
to minimize the number of symptoms base on their relative importance.
Training the model with only the highest informative symptoms can fasten
the learning process and increase accuracy. Experiments were conducted
using three different COVID-19 datasets and eight different models, including
the proposed MLPFS. Results show that MLPFS achieves the best feature
reduction across all datasets compared to all other experimented models.
Additionally, it outperforms the other models in classification results as well
as time.
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1 Introduction

The COVID-19 virus is still spreading rapidly. Although some vaccines have been developed
to provide acquired immunity against Covid19, no vaccine exists to completely prevent coronavirus
infection in humans. Therefore, early diagnosis of (COVID-19) patients is crucial for disease diagnosis
and control. As a result, it is essential to classify and analyze COVID-19 data, particularly in
epidemic areas, to save medical experts’ time and effort. Data mining is considered an effective
technique for detecting and predicting several medical issues due to its ability to find and extract
meaningful information and patterns from medical datasets. There are several types of data mining-
based classification algorithms. To name a few, artificial neural networks (ANN), support vector
machines (SVM), K-nearest neighbors (KNN), and random forest (RF) [1]. Even though classification
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models are primarily reliant on extracting features that characterize data instances, these extracted
features may contain lots of unnecessary or redundant features. From this standpoint, selecting the
most important and relevant features, especially for high-dimensional data, enhances the classification
model accuracy and minimizes the time cost.

In general, the traditional feature selection approaches are classified into three types; filter
approach, wrapper approach, and embedded approach, as shown in Fig. | [2]. Filter methods are
classifier-independent, where they select the features’ subsets based on specific given criteria [3].
Correlation-based feature selection, fast correlated-based filter, and Relief are examples of filter
methods [4]. The main drawback of this methodology is that it ignores feature dependencies and
relationships between classifiers, resulting in a misclassified model [5]. On the other hand, wrapper
and embedded techniques are classifier-dependent. Their methods take into consideration feature
interaction, resulting in increased algorithm classification accuracy. Wrapper approaches, such as
forward selection and backward elimination, assess a potential subset based on the accuracy rate of a
given classifier.

Filter Approach

Select the best Learning Evaluate
subset of features Algorithm Performance

I Wrapper Approach
Select the best subset

Generate a subset of Learning Evaluate
All features Algorithm
Fenimres = | = i Performance
1
Embedded Approach
Select the best subset
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Figure 1: Feature selection approaches

In contrast, embedded methods (e.g., LASSO and RIDGE regression) incorporate feature selec-
tion inside the classification process. Although wrapper and embedded methods usually gain a high
level of classification accuracy, they take a longer time to execute than filter approaches [3]. Therefore,
many researchers have developed hybrid approaches to select the most critical features [5].

Machine learning models have been widely leveraged in big data to establish efficient predictive
models. However, a critical issue with ML techniques is the high dimension of the dataset. For
instance, sometimes, the feature subset size is much larger than the pattern size, which may decrease the
classifier’s performance. Therefore, determining the feature importance for high-dimensional variables
and data has gotten attention in recent years to improve the accuracy of classification models [6].
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One of the recent trends to enhance classification accuracy is using deep learning networks by
creating more profound and more sophisticated networks such as convolutional neural networks,
recurrent neural networks, radial basis function neural networks, and multilayer perceptrons [7].
Deep neural networks (DNN) have generally been viewed as black-box techniques due to their
complicated construction. Despite their high predictive power in many learning problems (e.g., system
identification, text classification, pattern recognition, and medical diagnosis), they don’t reveal which
features significantly impact prediction accuracy. In addition, the trainable parameters needed by these
networks in both the training and testing stages have become increasingly complicated, necessitating
a large amount of memory and processing resources [7]. Feature selection could be adopted and
integrated during the learning process to eliminate non-significant features based on a particular
fitness function value of a predefined threshold and help identify the inputs that control the outcome
[8,9]. In common, feature selection (FS) algorithms are used as preprocessors before learning to detect
the most relevant features and neglect the non-significant ones. After that, the machine learning
algorithm gives the same importance level to all extracted features and applies the induction algorithm
[10]. This technique may reduce classification performance because less relevant characteristics may
play a significant role in the learning problem. As a result, a ranking based on the importance of the
features of the learning problems may be more valuable [11].

In recent years, different strategies have been presented to perform the feature importance ranking
(FIR) process for DNNs, such as regularization, greedy search, and averaged input gradient [11].
Regularization strategies are based on detracting the first hidden layer’s weights, which helps reduce
the number of parameters in a DNN and finding heuristic approaches for feature selection. Lasso
and random forest are examples of regularization strategies [8]. The Greedy search strategy effectively
optimizes problems to find the optimal global solution at an acceptable response time. However, this
strategy ordinarily causes high computational costs and may produce solutions far from the optimal
ones. Averaged input gradient is an approach to population-wise FIR methods, which uses the average
of all prominence maps derived from individual instances and the global population [11].

The contribution of this paper is to modify the classification model to learn faster according to the
weight of features’ importance. Rather than dealing with all features identically, the model will handle
the features according to their importance and utilize this importance’ knowledge in the learning
process, leading to better classification accuracy. This study proposes a modified MLP network by
adding a new hidden layer that plays the feature selection process role. The proposed FS layer depends
on ranking the features’ importance according to their weights based on a threshold produced by a
nonlinear function. The more important the features, the more discriminative power they have. The
rest of the paper is organized as follows; Section 2 displays the literature review on feature selection and
feature importance and their effectiveness on classification models. Section 3 represents the materials
and methodologies as preliminaries to the proposed algorithm. The proposed algorithm is discussed in
Section 4, followed by the experiment details and the final results in Section 5. Finally, the conclusion
is reviewed in Section 6.

2 Literature Review

As neural networks have been widely used in classification problems, many researchers have tended
to enhance their capabilities in learning and classification by modifying their structure or applying
feature selection techniques. For instance, in Wang et al. [12], have combined a bottom-up feature
extraction and a top-down cognitive bias into one cohesive structure to produce a new attentional
neural network structure. As the authors mentioned, this framework could efficiently handle noisy
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and complicated segmentation problems with a high level of accuracy. Another study used neural
networks in feature selection presented by Bugata et al. [9]. In this study, the authors developed
neural networks to find the significant input variables and produce a supervised feature selection
method called sparse neural network layer with normalizing constraints. Also, Mocanu et al. [13] have
replaced the traditional ANN’s fully connected layer with sparse layers to enhance the classification
accuracy. Ho et al. [8] have developed a theoretical criterion for using the adaptive group lasso to
obtain significant features of NNs. Akintola et al. [14] have scrutinized the influence of filter-based
classification techniques on predicting software defects. They have evaluated the FilterSubsetEval,
CFS, and PCA algorithms on available datasets from the metric data program software repository and
NASA. They have used Naive Bayes and KNN, J48 Decision Tree, and MLP as classifiers. Another
novel approach to constrained feature selection has been proposed by Rostami et al. [15]. The presented
approach is a pairwise constraints-based method for feature selection and dimensionality reduction.

Increasing the data dimension encouraged researchers to adopt different types of DNN due to
their robust capabilities in classification and prediction. Therefore, several works of literature have
developed feature selection and feature ranking techniques to improve the classification performance
of the DNNS. In Liu et al. [16], have proposed an improved feature derivation and selection method
for a hybrid deep learning approach. They have used the deep neural network (DNN) and multilayer
bi-directional long short-term memory (BiLSTM) with the attention mechanism to forecast overdue
repayment behavior. Jiang et al. [17] have proposed an improved feature selection approach by
integrating the CNN with the Relief algorithm. Also, Kaddar et al. in [7] have used the ANOVA
technique to find the non-redundant representation in CNN by obtaining the feature maps with
various neuron responses. In the same context, Nasir et al. [18] have proposed a deep convolutional
neural network (DCNN) for real-time document classification based on the Pearson correlation
coefficient to select the optimal feature subset. Another study using correlation coefficient and the
automatic modulation classification (AMC) scheme has been presented by Lee et al. [19]. In [5], a
feature selection framework based on recurrent neural networks (RNN) has been proposed. This
research presented different feature selection approaches based on the RNN architecture: long short-
term memory (LSTM), bidirectional LSTM, and gated recurrent unit (GRU). Also, a deep neural
network-based feature selection (NeuralFS) was presented in [20]. Another supervised feature selection
approach based on developing the first layer in DNN has been presented in [21] and [6].

As we mentioned before, FIR is another direction to enhance classification performance, as
presented by Igbal [11]. The authors of this study introduced a Correlation Assisted Neural Network
(CANN) that calculates the feature importance weight based on the correlation coefficient between
the class label and the features. Furthermore, M. Wojtas and K. Chen have handled the population-
wise feature importance ranking by presenting an innovative dual-network architecture to obtain an
optimal feature subset and rank the importance of the selected features [22].

Several studies have been interested in increasing the classification performance of clinical diag-
nosis systems by selecting the essential features. For instance, Bron et al. [23] have introduced feature
selection based on SVM weights to enhance the computer-aided diagnosis system for dementia. Also,
in Christo et al. [24], have proposed a correlation-based ensemble feature selector for clinical diagnosis.
They have adapted three types of evolutionary algorithms (i.e., the lion optimization algorithm, the
glowworm swarm optimization algorithm, and differential evolution) for feature selection. Then, they
applied AdaBoostSVM as a classifier in a gradient descendant backpropagation neural network. In
recent years, neural networks have been widely combined and integrated with several FS methods
to enhance classification performance, such as combining NN with a feature selection method to
analyze the specificity of HIV-1 protease [25]. Likewise, integrating NN and 10-fold cross-validations
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to diagnose liver cancer [26]. Combining the paired-input nonlinear knockoff filter with the MLP in
[27]. Random forest in [28], Naive Bayes, and SVM classifiers [29] are other algorithms used in recent
studies of FS problems.

Regarding COVID-19, which is still the focus of the world’s attention, several works of literature
have tried to handle different aspects of this disease. To name a few, analyzing its viral infections,
classifying its textual clinical reports, and detecting the significant features for predicting its patients.
For instance, Khanday et al. [30] have proposed a learning model to detect COVID-19 from textual
clinical reports based on classical and ensemble machine learning algorithms. They used term
frequency/inverse document frequency, report length, a bag of words as feature engineering techniques,
and logistic regression (LR) with multinomial Naive Bayes as a classifier. Likewise, Avila et al. [31] have
introduced a Naive-Bayes machine learning model to predict qRT-PCR test results, considered one of
the most widely used clinical exams for COVID-19. Another machine learning algorithm based on
feature importance has been presented in by Mondal et al. [32] to diagnose COVID-19. In this study,
the authors applied MLP, XGBoost, and LR to classify COVID-19 patients based on a clinical dataset
from Brazil. In, one more COVID-19 diagnosis strategy has been proposed by Shaban et al. [1]. This
strategy is based on a novel hybrid feature selection method that consists of two stages to select the
essential features: a fast selection stage as a filter selection method and an accurate selection stage based
on a genetic algorithm as a wrapper selection method. As another use for machine learning, Mollalo
et al. [33] have used MLP and LR to forecast the cumulative COVID-19 incidence rates across the
United States. Finally, Tab. | summarizes some of the recent studies that address the FS importance.

Table 1: Recent studies in using ML and DL in feature selection

Ref. Algorithm Year
[11] Correlation assisted neural 2012
network
[12] Attentional neural network 2014
structure for FS
[9] Sparse neural network layer 2015
with normalizing constraints
[23] SVM 2015
[21] DNN 2015
[25] Feature selection combined 2015
with decision fusion
[13] ANN’s with Sparse layers 2018
[14] FilterSubsetEval, CFS, and 2018
PCA FS algorithms combined
with Naive Bayes and KNN,
J48 Decision Tree, and MLP as
classifiers
[26] NN and 10-fold 2018
cross-validations
[27] Paired-input nonlinear 2018

knockoff filter with MLP

(Continued)
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Algorithm

Year

[20]

[22

[31]
[32]

[33]

ANOVA technique to find the
non-redundant representation
in CNN

DNN

long short-term memory,

bidirectional LSTM, and gated

recurrent unit
Correlation-based ensemble
feature selector based on the

lion optimization algorithm, the
glowworm swarm optimization

algorithm, and differential
evolution. AdaBoostSVM is
used as a classifier.

Random forest

Adaptive group lasso
Pairwise constraints-based
method for feature selection
DNN and multilayer
bi-directional long short-term
memory

Deep CNN based on Pearson
correlation coefficient

Deep learning method for
feature selection based on the
automatic modulation
classification (AMC) scheme
Deep Neural network-based
Feature Selection

Innovative dual-network
architecture

Term frequency/inverse
document frequency, report
length, and a bag of words as
feature engineering techniques,

and LR with multinomial Naive

Bayes as a classifier
Naive-Bayes machine learning
model

MLP, XGBoost, and LR
Filter selection based on GA
MLP and LR

2019

2019
2019

2019

2020
2020
2020

2020

2020

2020

2020

2020

2020

2020

2020
2020
2020

(Continued)
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Table 1: Continued

Ref. Algorithm Year

[17] CNN with the relief algorithm 2021

[29] Naive Bayes and SVM 2021
classifiers

3 Materials and Methods
3.1 Data Collection

Clinical reports and laboratory analysis are two of the most popular tools for diagnosing Covid-
19 cases. Three types of datasets in the form of clinical reports have been used in this study. The
first dataset is available at'. This dataset was collected from the SARS-CoV-2 RT-PCR and other
laboratory tests performed on nearly 6000 Covid-19 cases during their visits to the emergency room.
It includes 109 features and one class label. The second covid-19 dataset includes clinical features for
symptomatic and asymptomatic patients (e.g., comorbidities, vitals, epidemiologic factors, clinician-
assessed symptoms, and patient-reported symptoms). This dataset consists of 34475 records with 41
features and one class label and can be found at’. The third dataset focuses on predicting intensive care
unit (ICU) admission for positive COVID-19 cases based on clinical data. It comprises 1926 cases with
228 features and one class label, and it is available at”.

3.2 Preliminaries

Recently, constructing learning networks deeper and more complicated has emerged to improve
the performance of learning and classification processes. Consequently, the trainable parameters
required by these deep networks in the learning process (i.e., training and testing phases) have become
increasingly complicated, which necessitates using a massive amount of power and memory resources.
A multilayer neural network such as the multilayer perceptron (MLP) model is an example of these
types of deep networks. MLP is a feedforward neural network containing hidden layers between its
input and output layers, as depicted in Fig. 2. It is classified as a supervised learning algorithm used
for classification and regression [34].

Hidden layer (1) Hidden layer (2) Hidden layer (3) Hidden layer (L)

Input layer

] L L] v L
yi= @ (WP + b1) V=@?W2yl +b2)  y=@3(W3y2+b3) I el (Wiy'-1 4+ bl

Figure 2: The architecture of multilayer perceptron network

Thttps://www.kaggle.com/einsteindatadu/covid19
2https://github.com/mdcollab/covidclinicaldata
3https://www.kaggle.com/S%C3%ADrio- Libanes/covid19
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In more detail, each layer in MLP is made up of nodes and contains its weight matrix, W, and bias
b. Each node in the fully connected network has a connection with every node in the following layers.
The input layer distributes the inputs to the subsequent layers based on a linear activation function
without a threshold by equation. After that, the hidden layers process the input values based on one
or more nonlinear activation functions to feed the output layer. Finally, the output layer used a linear
activation function to produce the outcome y by Eqs. (1) and (2) [34,35].

M
P=b+> we (1)
j=1

1
S ltexp[— (b + XL, wiv)]

% (2)

Some additional notations are used to distinguish between the variables of the hidden layers as
follows: superscripts to define the number of the layer, and subscripts to define the number of the
neurons in the current layer (e.g., w;, means the weight value for neuron number 1 in layer number 2)
[34]. The pseudo-code of the original MLP algorithm is displayed in Algorithm 1 [36].

Algorithm 1: MLP Original Algorithm
Input: The features vector for each user R
Begin

1. Initialize the weight vector W

2. While error does not coverage do
3. For all patterns P do:
4, For all output Nodes j
5. Calculate activation function j
6. Calculate error for output j
7. For all input Nodes i to output node j
8. Calculate Aweight = Error_j % Activation_i
9. New_weight= weight x Aweight
10. End for
11. End for
12. End for
13. End while
End

4 The Proposed Multilayer Perceptron Network-Based Feature Selection (MLPFS)

In this study, a modified MLP with an additional FS layer has been proposed to improve the
accuracy of Covid 19 detection. As depicted in Fig. 3, the proposed MLPFES architecture is constructed
from three bunches. The initial bunch consists of the input and feature selection layers, which are
connected in a one-to-one manner. Every input node in the input layer only connects with its
corresponding node in the FS layer. The second bunch contains the hidden layers in which nodes are
fully connected and pass forward. Finally, the third bunch is the output layer that uses a nonlinear
activation function to produce a binary output form. The pseudo-code of the proposed MLPFS
algorithm is shown in Algorithm 2.



CMC, 2022, vol.71, no.2 2257

Output layer

. 1
x:j* . Relu(wy,) o

Input layer Feature selection

Two hidden layers

Original Features layer

Figure 3: The architecture of the proposed MLPFS network

Algorithm 2: MLPFS Algorithm

Inputs are divided into two sets as 60% training_set and 40% testing_set

Begin:
1. Initialize the DNN model
2. Initialize one input layer (L1), one fet_sel layer (L2), two hidden layers (L3, L4), and one output
layer (L5)
3. Initialize input vector as X '[n], where n is the number of input features
/% input layer L1
4. Foreach x!=1ton
5. Calculate the weight of fet_sel W' by W! =G(0,4/2/n), Vi=1,...,n
6.  Calculate the Relu function for Wy, by Relu( W) =max (0, W!), Vi=1, ...,n
/% The output of fet_sel layer L2
7. Calculate the output H? by H> = X ° Relu(W;,), Yi=1, ...,n
8. End for
9. While errors do not converge: do
10.  For each /7 = 1 to n /* inputs for hidden neurons in L4
11. Define the weights value randomly between [0,1]
12. For each /7 = 1 to n /* inputs for hidden neurons in L3
13. Define the weights value randomly between [0,1]
/% output of layer 3
14. Calculate output O; by Eq. (4)
15. Apply Relu activation function for hidden layer L3
16. End for
/xoutput of layer 4
17. Calculate output O by OF = W' H'+b", Vi=1,...,n&L=1,...,5
18. Apply Relu activation function for all hidden layer L4
19. End for
20. For each 0! =1 to n /x Output layer L5

(Continued)
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21. Define the value of the weight randomly between [0,1]
22. Calculate the cross-entropy cost function by:
CE=- 0 lIogth") + (1 —y)log(l —h"))Vi=1, ....n
i=1
23. Calculate the sigmoid activation function to find the net’ outcome
24.  End for

25. Train the model
26.  Net = train (inputs, selected features, net_outcome, desired_output)

27.  Calculate the cross-entropy cost function
28.  Apply backward propagation and update weights
29.  Calculate accuracy
30. End while
End

1-Input and Feature Selection Bunch

This bunch is considered the adaptive phase in the proposed MLPFS network, where it contains
the FS layer that modifies its node weights based on the importance of the original features during
the training phase to keep only the features that surpass the Rectified Linear Unit (ReLU) activation
function [37]. Initially, the number of neurons in the input layer is always equal to the number of the
original features of the utilized dataset, and every input neuron connects with only one neuron in
the FS layer. The initial weights of these connections are justified based on a modified version of the
Gaussian distribution in Eq. (3) [38].

W'=G0,y2/m), Yi=1,....n 3)

where, nis the number of input features, and W} is the weight vector of the FS layer. The Relu activation
function is utilized on the generated weights by Eq. (4) to calculate the feature importance value. The
Relu function will keep only positive values and change all negative values to zero and neglect them.
After that, the element-wise multiplication between the Relu value of the produced weights vector
W'and the original features vector X is calculated by Eq. (5) to produce the output of every node of
the FS layer H; [6,37].

Relu(W!) = max(0, W), Vi=1, ...,n 4)

H>=X"° Relu(W,), Yi=1,...,m )

i

where m is the number of the significant features.

By completing this bunch, the learning rates of the connections between the output of the FS
layer (i.e., new values of input features) and the first hidden layer nodes will be adjusted by the new
feature importance values. In more detail, based on the Relu threshold, all produced negative weights
will be converted to zero and omitted. Then the heuristic process begins by ranking the importance of
the features with positive weights (i.e., more essential features have higher overall connection weights,
while redundant and irrelevant features have a lower overall connection weight). Finally, the outcome
of this bunch will feed the rest of the network to achieve the learning process based on the chosen
classifier.



CMC, 2022, vol.71, no.2 2259

2-Hidden Layers and Output Bunches

The input of this bunch is the selected features H? resulted from the FS layer. In MLP, the number
of hidden layers and the number of hidden neurons influence the learning accuracy. As is common in
deep networks, more than one hidden layer will improve classification accuracy. Still, it may cause
over-fitting training data if the network is trained for too many epochs [39]. In this study, we have
tried to overcome this challenge by using two hidden layers H;, H; in the proposed MLP with 50
epochs for network training. About deciding the optimal number of neurons in each hidden layer, we
have adopted the rule of thumb presented in [40]. As shown in Eq. (6), the number of hidden neurons
in each hidden layer k can be calculated as follows:

k =2/3(m), Wheremis the number of selected features. (6)

Tab. 2 displays the parameters for the proposed MLPFS according to the utilized dataset.
The utilized activation functions in the hidden layers and the output layer are Relu and sigmoid,
respectively. Egs. (7) and (8) calculate the outcome of the output layer.

k
0= W H+b (7)
0=1/" (8)

Table 2: The parameters of the MLPFS network for the utilized datasets

Dataset No. of No. of No. of No. of Total Trainable Non-

instances  features selected hidden params params trainable
(Input Size) Features  neurons params

SARS- 5644 110 73 49 11,825 11,825 0

CoV-2

RT-PCR

Second 34475 41 27 18 1,727 1,727 0

Covid

dataset

ICU 1926 228 146 98 47,130 47,130 0

5 Experiment Results and Discussion

The proposed MLP based FS (MLPES) algorithm results are shown here. The effectiveness of
these proposed enhancements is highlighted, demonstrating the MLPFS algorithm’s performance in
feature selection and classification processes. As indicated in Tabs. 4-6, we compared the proposed
algorithm to other existing techniques to have a consistent comparison. The proposed MLPFS
algorithm is compared to some filter-based feature selection algorithms with different classifiers such
as Pearson correlation with neural network [41], chi-square with neural network [42], Chi-square with
support vector machine [43], chi-square with boosted decision tree [44], and chi-square and logistic
regression [45]. Also, the proposed MLPFS is compared to wrapper-based feature selection algorithms
such as deep SVM [46] and cancelOut deep neural networks [6]. The utilized algorithms were tested
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on the three covid-19 data sets and evaluated based on their predictive accuracy and processing time.
The parameters used in all of the algorithms are shown in Tab. 3. Python was used to implement
this experiment using the Keras 0.2.0 library, integrated into the TensorFlow open-source library [47].
The implementation has been run on an Intel(R) Core 17 2.81 GHz CPU with 8 GB RAM and the
Windows 10 operating system.

Table 3: The setting of parameters for the tested algorithms used in the evaluation

Algorithm Parameter Value
MLPFS Learning rate 0.01
Number of hidden layers 2
CancelOut DNN Number of hidden layers 4
Learning rate 0.003
Neural network Learning rate 0.1
Boosted DT Maximum number of leaves per tree 20
Minimum number of samples per leaf 10
node
Number of trees constructed 100
Learning rate 0.2
Deep SVM Depth of the tree 3
Lambada W 0.1
Lambda Theta 0.01
SVM Lambada 0.001
Logistic regression Optimization tolerance 1077
L1 regularization weight 1
L2 regularization weight 1
Memory size for L-BFGS 20

5.1 Performance Evaluation Measures

To evaluate the performance of the proposed MLPFS algorithm, the statistical results for all
algorithms used in the comparison are calculated, including the number of selected features (SF),
AUC, and processing time. In addition, confusion matrix values (i.e., TP, TN, FP, and FN) are used
to find the classifier’s performance in terms of accuracy, precision, sensitivity, and F score [48].

e Accuracy: The accuracy metric (4cc) identifies the correct data classification rate. It is calculated

by Eq. (9):
TP+ TN

Acc = 9)
TP+ FN +FP+TN

e Precision: it presents the ratio of true positives to all the predicted positive patterns. It is
calculated by Eq. (10):
TP

Precision = — (10)
TP+ FP
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e Sensitivity or Recall: it presents the ratio of true positives to all the positives patterns in the
dataset. It is calculated by Eq. (11):

TP

Sensitivity = m

(I
o F1 score: it measures the accuracy of the model on the dataset. It can be calculated by Eq. (12):
precision x recall

F =2 12
: x precision + recall (12)

5.2 Statistical Results Analysis

The performance of the proposed MLPFS algorithm for feature selection and classification is
investigated in terms of feature size, accuracy, and processing time. The final result of feature size in
the three utilized datasets is displayed in Tabs. 4-6. As shown, the proposed MLPFS model achieved
a higher reduction in features compared to the other experimented models. It achieved almost 33%
feature reduction for the first dataset, 34% reduction for the second dataset, and 35% reduction
for the third dataset. The scored feature reduction is higher than the other models by at least 7%
for the first dataset, 8% for the second dataset, and around 13% for the third dataset. MLPFS
succeeded in identifying the most common COVID-19 symptoms amongst the most informative
features concerning the features’ importance. For instance, applying MLPFS on the second Covid-
19 data set gives the highest weight to smell loss, respiratory rate, and cough severity. On the other
hand, these same symptoms came with less weights in the cancelout DNN algorithm [6].

Table 4: Comparison between the proposed approaches based on accuracy and time for SARS-CoV-2
RT-PCR dataset

Algorithms Accuracy AUC Precision Recall Flscore No.ofSF TP FP TN FN Timels
MLPFS 0914 0.579 0.837 0.161  0.271 73 36 7 2028 187 7.6
CancelOut 0.909 0.558 0.75 0.121  0.208 73 27 9 2026 196 8.2
Pearson & NN 0.905 0.624  0.556 0.092  0.157 80 20 16 2024 198 15.02
Chi-square & NN 0.905 0.609 0.55 0.101  0.171 100 22 18 2022 196 13.78
Deep SVM 0.667 0.5 0.667 1 0.8 1372 686 0 0 31.55
Chi & SVM 0.892 0.597 0.324 0.106  0.159 100 23 48 1992 195 17.54
Chi & boosted DT ~ 0.898 0.671 0.304 0.083  0.13 100 17 18 2001 189 154
Chi &LR 0.906 0.584 0.727 0.037  0.07 100 8 3 2037 210 14.76

Table 5: Comparison between the proposed approaches based on accuracy and time for second Covid-
19 dataset

Algorithms Accuracy AUC Precision Recall Flscore No.ofSF TP FP TN FN Time/s
MLPFS 0.984 0.533 00914 0.26 0.405 27 19 9 13493 269 28.7
CancelOut 0.976 0.508 0.092 0.017  0.029 30 5 0 13502 283 29.5
Pearson & NN 0.964 0.743  0.004 0.004  0.004 35 1 0 13509 280 65.02
Chi-square & NN 0.973 0.726  0.011 0.004  0.005 39 0 0 13509 281 45.09
Deep SVM 0.97 0.484 1 0.007 0.014 0 0 13509 281 42.33

(Continued)
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Table 5: Continued

Algorithms Accuracy AUC Precision Recall Flscore No.ofSF TP FP TN FN Time/s
Chi & SVM 0.972 0.656 0.03 0.01 0.016 39 0 0 13509 281 45.13
Chi & boosted DT  0.973 0.717 0.215 0.11 0.146 39 31 113 13396 250 45.14
Chi &LR 0.974 0.732  0.054 0.014  0.022 39 6 1 13508 275 4243

Table 6: Comparison between the proposed approaches based on accuracy and time for ICU dataset

Algorithms Accuracy AUC Precision Recall Flscore No.of SF TP FP TN FN Time/s
MLPFS 0.884 0.8 0.921 0.621  0.742 146 128 11 553 78 5.01
CancelOut 0.854 0.745  0.905 0.51 0.652 229 105 11 553 101 5.2
Pearson & NN 0.784 0.731  0.709 0.206  0.32 200 39 16 565 150 26.2
Chi-square & NN 0.792 0.726  0.716 0.254  0.375 210 48 19 562 141 1241
Deep SVM 0.773 0.719  0.549 0413 0471 78 64 517 111 13.08
Chi & SVM 0.781 0.755 0.6 0.317 0.415 210 60 40 541 129 1145
Chi & boosted DT ~ 0.783 0.764  0.576 0.439  0.498 210 8 61 520 106 12.54
Chi &LR 0.805 0.759  0.697 0.365  0.479 210 69 30 550 120 17.78

Moreover, MLPFS has recorded an accuracy rate of 91.4%, 98.4%, and 88.4% for the SARS-CoV-
2 RT-PCR, second Covid-19, and ICU datasets, respectively. Cancelout DNN achieved the second
higher accuracy with 90.9%, 97.4%, and 84.5% for the three datasets. The Chi & LR achieved the
third-highest accuracies with 90.6%, 97.4%, and 80.5% for the three datasets. Despite achieving the
same accuracy for datasetl, Chi-square & NN achieved higher accuracy by around 1% than Pearson
& NN for both dataset2 and dataset3. Chi & SVM and Chi & boosted DT achieved almost the same
accuracies for all the datasets. Deep SVM achieved the lowest accuracy of 66.7% for the first dataset,
with a high deviation from an average of around 0.2.

35
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NN & NN boosted DT &Logistic
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Figure 4: Computation time for the tested algorithms on SARS-CoV-2 RT-PCR data set
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Additionally, results indicate that MLPFS achieved at least 8% and 2% higher precision for the
first and third datasets. Also, it achieved nearly 2%, 1% higher recall and 26%, 9% higher f1 score for
the second and third datasets. Regarding the processing time, as depicted in Figs. 4-6, the MLPFS has
been recorded as the minimum processing time compared to the other experimented models where
it finished the complete process in 7.6, 28.7, and 5.01 s for the three used datasets respectively. The
Cancelout DNN is next in speed with 8.2, 29.5, and 5.2 s. Finally, validation accuracy per epoch for
the eight algorithms on the three utilized datasets is displayed in Figs. 7-9.
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6 Conclusion

Up to now, COVID-19 is still a pandemic and threatens the lives of many people. Data mining
techniques play an essential role in diagnosing and treating COVID-19. This work presents MLPFS,
an MLP-based classification model for COVID-19 prediction with a feature selection and weighting
layer. Three Clinical COVID-19 datasets were used for our experiment. MLPFS’s performance was
evaluated against seven different classification models. The evaluation results showed that MLPFS
outperformed all the other tested in terms of accuracy indicators, number of extracted features, and
processing time.
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