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Abstract: To determine the individual circumstances that account for a road
traffic accident, it is crucial to consider the unplanned connections amongst
various factors related to a crash that results in high casualty levels. Analysis
of the road accident data concentrated mainly on categorizing accidents into
different types using individually built classification methods which limit the
prediction accuracy and fitness of the model. In this article, we proposed
a multi-model hybrid framework of the weighted majority voting (WMV)
scheme with parallel structure, which is designed by integrating individually
implemented multinomial logistic regression (MLR) and multilayer percep-
tron (MLP) classifiers using three different accident datasets i.e., IRTAD,
NCDB, and FARS. The proposed WMV hybrid scheme overtook individ-
ual classifiers in terms of modern evaluation measures like ROC, RMSE,
Kappa rate, classification accuracy, and performs better than state-of-the-
art approaches for the prediction of casualty severity level. Moreover, the
proposed WMV hybrid scheme adds up to accident severity analysis through
knowledge representation by revealing the role of different accident-related
factors which expand the risk of casualty in a road crash. Critical aspects
related to casualty severity recognized by the proposed WMV hybrid approach
can surely support the traffic enforcement agencies to develop better road
safety plans and ultimately save lives.
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1 Introduction

From the preceding era, accidents caused by road traffic have emerged as a widespread difficulty.
The currently published “global status report on road safety” highlights that 50 million people suffered
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and 1.35 million deceased in 178 countries due to road mishaps and that goes down even more severely
in under-developed countries [1] (Fig. 1). A road traffic accident (RTA) does not occur at random.
Its complexity encompasses the interconnections of the different traits of the driver, vehicle, road,
and environmental factors. Substantial developments have therefore been undertaken in the field
of accident analysis, especially when it comes to the prevention of injury and modeling of accident
prediction. Traditionally, the enormous mass of research [2] relevant to accident evaluations is based on
different forms of regression modeling with the mainly concerned with accident occurrence rather than
on the estimation of accident intensity. Moreover, prior research employing computational modeling
approaches [3–5], shows the unpredictable effects due to the socio-economic circumstances of a specific
location using their site-specific accident data.

Figure 1: Global status report on road safety 2018

Many prevailing studies [6,7] are somewhat constrained by the problem of limited dataset
availability and model over or underfitting due to the usage of single-level classification modeling.
The proposed WMV hybrid scheme is trained and tested over multiple accident datasets through
multi-level hybrid modeling, which makes it a well-fitted approach for generalizing similar data to that
on which it was trained. Hence producing more accurate outcomes. Moreover, a hybrid approach to
combine single classifiers has occasionally been employed except in a hierarchical structure of majority
voting schemes. Besides this, in state of the art approaches are incorporate the ordinary parameters
generating typical prediction accuracy instead of using fine hyper-parameter tuning. Further, limited
evaluation measures have been practiced for results comparison like percentage accuracy and root
mean squared error only. Hence, revealing few discriminating factors for correct class prediction. So,
the proposed research work adds novelty in accident analysis by implementing a well-fitted multi-
level hybrid approach which is trained and tested over multiple accident datasets to develop a more
generic framework to address the weaknesses in prior studies. It critically considers the impact of road
traffic accidents in several levels of casualties as a multi-classification problem rather than modeling the
frequency of crashes on a specified section over a long epoch. As a result, the level of accident severity
with limited injuries is stated as “Slight,” more injuries as “Serious” and death as “Fatal” severity.
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In assessing accidents with such comprehensive complexity, essential dynamics in highly predictor
variables are identified while the relevance between predictor variables and accident characteristics
is consistent when the final prediction is rendered. Moreover, the weighted majority voting (WMV)
[8] scheme with parallel structure provides better accuracy as compared with prevailing cascading
methodologies that don’t reveal reasonable accuracy in terms of “Casualty Severity” prediction.
This paper improves the preceding effort in road accident data analysis by considering the strong
relationships between accident characteristics and different “Casualty Severity” levels of a particular
RTA. In our study, we used general and unbalanced datasets of road accidents from different accident
repositories to make comparisons of numerous sophisticated methods to solve a multiple classification
problem.

The major contribution of the proposed approach are as follows:

a) It assesses accident casualty severity level instead of accident frequency count.
b) It uses a multi-level statistical model for supervised learning which is based on multinomial

logistic regression (MLR) and multilayer perceptron (MLP) classifiers.
c) It selects features based on correlations using statistical resampling and dimensionality reduc-

tion.
d) It performs hyperparameter tuning of multi-level models for adequate regulation of the

developed classifiers.
e) It can accurately predict the unknown casualty severity of an RTA.
f) It uses a generic hybrid framework by integration of individually developed models using the

WMV ensemble modeling approach with Parallel structure.
g) It utilizes knowledge discovery by exploring the individual behavioral characteristics, highway

aspects, environmental aspects, and vehicle attributes related to a specific casualty severity.

The remaining sections of this article are arranged in the following way. The critical analysis of
existing state-of-the-art methods is described in Section 2. The detailed methodology of the proposed
WMV hybrid scheme is presented in Section 3. The performance assessment of the proposed WMV
hybrid scheme is presented in Section 4 alongside a thorough analysis of the research results. A
brief conclusion of the proposed WMV hybrid scheme followed by future directions is discussed in
Section 5.

2 Literature Review

Vast investigative state-of-the-art approaches have been used to examine the consequences of
several possible causes that affect the degree of injuries caused by traffic collisions. Similarly, statistical
and traditional classification methods were used to assess the severity of an accident’s injuries. To
evaluate the relationships between predictive variables (significant risk variables) and the outcome
variable (level of injury), conventional regression techniques have prevailed over other models.

Research work on characterization and severity estimation of traffic accidents in Spain is also
conducted by [9], which builds predictive models using naive Bayes, gradient method with boosting
trees, and deep machine learning approach. The comparative study of multiple outcomes reveals that
the deep learning algorithm outperforms other methods in statistical measures. However, comparing
regression models to deep strategies becomes less suitable since deep learning-based frameworks
involve substantial scale datasets for learning and fine-tuning of hyperparameters [10] develops a
hybrid-based approach to forecast the magnitude of the RTA dataset. The k-means clustering is being
used in the study to aggregate crash datasets based on their similarities, and the random forest is
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being used to group road accident factors into intensity parameters, which increases class accuracy
results for logistic regression, random forest, support vector machine (SVM), and k-nearest neighbor
(KNN). [11] performed the exploration of traffic violation severity by defining the link among driver
sex, age, years of driving, vehicle type, and traffic offense severity using bayesian network (BN),
cumulative logistic regression (CLR), and neural network (NN) models. The performance comparison
indicates the Bayesian network’s performance as higher than other utilized approaches. Due to the
limited data usage, the consequences of variables like climate and road conditions and analysis of the
relation between traffic violations and road accidents for road accident predictions have not been
taken into account. For identifying the determinants of road accidents and estimating the extent
of road accidents, [12] applies different classification algorithms including J48, ID3, CART, and
Naïve Bayes. The outcome of the analysis shows that fatal accidents occur during rainy weather
conditions that drive at midnight and serious accidents occur in foggy weather conditions in one-
lane roads. The performance comparison indicates the predictability of J48 as higher than that of
other categorization methods. Nevertheless, the modeling approach to ensembles individual statistical
methods can further improve the crash seriousness prediction by integrating utilized learning models.
The study [13] evolved macro-level collision prediction models utilizing decision tree regression (DTR)
models to investigate pedestrian and bicycle collapse. The DTR models revealed major predictor
variables in three broad categories: traffic, road, and socio-demographic characteristics. Furthermore,
spatial predictor variables of neighboring crashes are considered along with the targeted crashes in
both the DTR model’s spatial and aspatial DTR models. The model comparison results revealed that
the prediction accuracy of the spatial DTR model was higher than the aspatial DTR model. However,
specific techniques (i.e., bagging, random forest, and gradient boosting) can be used to further increase
the predictive performance of DTR models as they are known to be slow learners. The research study of
[14] categorizes the severity of an accident into four types: deadly, grievous, simple damage, and motor
collision. The severity of an accident is determined through the Decision Tree, k-nearest neighbors
(KNN), naïve Bays, and adaptive boosting algorithms of accidents in Bangladesh. Results found
that the number of accidents gets increased based on the condition of surface effect features and at
rush hour (06–18) accident rate is very high as compared to other times. Among these four methods,
healthy performance is attained by AdaBoost. Moreover, the precise parameters of hyper tuning of
utilized statistical learning models can advance their performance. The research work of [15] utilizes
the traffic and hazard information from a simulation experiment for each modeling stage to train
the backpropagation neural network system. The model is a two-staged framework with the first stage
identifies risk and no-risk status, and the second stage identifies high-risk and low-risk status. However,
the simulation can not be completely optimized without real traffic data and better calibration. To
predict the severity of the crash injury, a two-layer “Stacking Framework” is proposed by [16]. The
first category incorporates the Random Forest, GBDT, and AdaBoost approach and the additional
category achieves an accident injury level classification relying on a logistic regression model. The
calibration phase automates different model specifications through a systematic grid search method. In
association with many state-of-the-art approaches, the performance of the stacking model is healthier
demonstrated by its precision and recall metric. Nevertheless, improving the quality of the accident
datasets still requires further consideration to improve crash severity. [17] employed and compared
several statistical learning techniques including Regression of Logistics, Random Forest, Adaptive
Regression Multivariates, and the Support Vector Machines as well as the Bayesian neural network to
deal with binary classification problems. An imbalanced high-resolution database of road accidents in
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Austria is used to analyze the consequences of 40 different incident variables. Findings showed that the
tree-based ensemble is better than classical approaches such as logistic regression. The conclusions,
however, support a compromise between accuracy and sensitivity inherent from the context of the
inherently uneven existence of the data sets which challenge and complicate the study of the data sets.
Their emphasis has been on investigating driver and pedestrian collisions, with little attention paid to
the impact of machine learning precision in properly identifying major risks causing traffic injuries.
Because of the current increase in accident frequency, there is a tremendous need for expanding road
safety preventive research at this stage. As a result, we attempted to create a new hybrid system to
characterizing traffic crash severity by integrating or coordinating “Multinomial Logistic Regression”
MLR and “Multilayer Perceptron” MLP classifiers with a weighted majority voting scheme, which
yields impressive prediction performance in road accident analysis. It offers implicit classification
integration to obtain The findings of this research experiment do provide an understanding of the
possible trigger factors that lead to traffic injury accidents. By determining the risk factors, these
results will assist transportation institutions and police forces in reducing the serious or fatal injuries
involved with traffic collisions. As a result, policymakers may enact new laws or upgrade road networks
to reduce deadly or serious traffic incidents. As a result, the overall road collision casualties will be
reduced. Moreover, this research work has an alliance with topical application fields as well [18–21].

3 Methodology

To identify the exact conditions related to particular casualty severity and to improve road safety,
a multi-level hybrid framework of the WMV scheme is proposed to predict the accident casualty
severity level of a particular RTA. The WMV scheme is designed with a parallel structure by integrating
individually built classifiers into a hybrid system. The main concentration is on the impact of road,
environment, and vehicle-related aspects for categorizing the casualty severity. The proposed WMV
hybrid scheme consists of different phases as shown in Fig. 2. The major steps of the proposed WMV
hybrid scheme are as follows:

1. Acquiring training examples of the multiple datasets.
2. Performing data preprocessing using;

a) Co-relation-based feature selection.
b) Synthetic minority oversampling technique (SMOTE).
c) Missing value replacement filter.
d) 10 fold cross-validation with 60%–40% rule of training and testing.

3. Performing model implementation using;
a. MLR.
b. MLP.
c. Hybrid modeling of WMV.

4. Performing model evaluation using;
a. Testing.
b. Predictions.

5. Casualty severity type prediction.
6. Go to step 2 for the next dataset.
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Figure 2: Block diagram of proposed approach of WMV

The proposed approach considers accident severity analysis by observing the associations between
the accident attributes and uniting the prediction decisions made by individually developed supervised
learning algorithms. It finds out the best classification approach which can make an impact on
overall classification accuracy for the “Casualty Severity” prediction. A software tool must be selected
to exercise the utilization of distinct machine learning algorithms for different phases of casualty
severity analysis. The software tool selected for this research study is “Eclipse JAVA SDK”. Classifiers
implementation, validation, evaluation, and analysis are being performed in “JAVA” with “WEKA
JAR 3.8”. WEKA comprises algorithms for data pre-processing, classification, regression, clustering,
association rules, and visualization.

3.1 Accident Datasets Acquisition

The performance of the proposed approach is examined using the different datasets whose details
are provided in the following subsequent sections:

3.1.1 IRTAD Dataset

Firstly, we selected the IRTAD dataset [22] and utilized the accident records from the year 2019 to
2020. It has 11,257 accident records with 26 unique accident features having accident severity classes
named “Fatal”, “Slight” and “Serious” injury crashes, and distinct accident characteristics related
to road_type, road_user age, gender, seat position plus environmental and weather conditions at the
moment of the accident.
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3.1.2 Fatality Analysis Reporting System (FARS) Dataset

Secondly, we used FARS [23] dataset having each accident record that covers 38 information
components characterizing the crash, cars, and the participating persons. The selected dataset includes
data concerning the 35,029 records of motor vehicle accidents of the year 2019 to 2020 on the national
motorways.

3.1.3 National Collision Database (NCDB)

For the performance analysis of the proposed WMV hybrid scheme, a third utilized dataset is
NCDB [24], which consists of a total of 28984 accident records with 20 distinct car, driver, and
environmental prediction characteristics for the collisions in the complete year 2017.

3.2 Data Pre-Processing

As part of the proposed approach, firstly all the accident record features are being incorporated
into a distinct data matrix form before using any data mining technique [25].

3.2.1 Synthetic Minority Oversampling

To create a balanced dataset that contains the equal representation of each target class, “Resam-
pling” is performed by employing the synthetic minority oversampling technique (SMOTE) [26] as a
pre-processing step.

3.2.2 Filter for Substituting Lost Values

Lost values may be a communal issue on a larger level in real existence. The accident datasets
IRTAD, FARS, and NCDB comprised limited entries where quantitative amounts of particular traits
are lost. For example, an omitted value in the lightning conditions attributes specifies that there were
no street lights present at the time of the crash. In this manner, to bring down the issue of lost values in
other attributes, the “Mean substitution-based imputation” approach has been utilized to substitute
the lost entries with measurable approximations of the adjacent entries. The selected substitution
approach i.e., “mean substitution-based imputation” [27] figure out the average estimate of the features
and custom this average estimate to supply the lost entry.

3.2.3 Correlation Based Feature Selection

Furthermore, the pre-processing stage is followed by the correlation-based feature selection (CFS)
[28] technique with the Greedy stepwise search [29] approach. The CFS is used to recognize and
eliminate unwanted, inappropriate, and repeated features from the accident record. CFS identifies
the features that are more significant and potential forecasters for predicting the target attribute. The
CFS criterion is defined as follows:

CFS = maxsk
[

rcf1 + rcf 2 + . . . + rcfk√
k + 2(rf1f2 + . . . + rfifj + . . . + rfkfk−1)

] (1)

The rcfk
is the average value of all feature classification correlations and rfifj is the average value of all

feature-feature correlations.
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3.2.4 Dimensionality Reduction

Lastly, principal component analysis (PCA) [30] is applied as a pre-processing step to select the set
of attributes combinations to reduce the data dimensions. PCA’s adjustment is made by subtracting the
variable’s mean from each value. New variables which are called the factors or principal components
are constructed as weighted averages of the original variables. Their specific values on a specific row
are referred to as the scores. The matrix of scores is referred to as the matrix Y . The basic equation of
PCA is, in matrix notation, given by:

y ij = w1ix1j + w2ix2j + . . . + wpixpj (2)

where w is a matrix of coefficients that are determined by PCA with a data matrix as x which consists
of n observations (rows) on p variables (columns).

3.2.5 Statistical Resampling Using K-Fold Cross-Validation

Besides the strategies connected for dataset handling and classifiers, k-fold cross approval
resampling [31] of a dataset is utilized in aggregation. The procedure is utilized to part the input
dataset into preparing and test information. Preparing information is utilized to instruct the dataset
whereas test information is utilized to assess the trained classifier. We have chosen a number of folds
to be 10 as a cross-validation method with 10-folds, partition the input dataset subjectively into 10
identical small-scale divisions. Furthermore, in any cross-validation using k-fold, commonly one test
is utilized as approval data/testing information whereas the remaining k−1 tests of information are
used as preparing information. The sampling technique is mathematically expressed as follows:

CV(f ∧) = 1
N

N∑

i=1

L(yi,f ∧−k(i)(xi)) (3)

where k: {1, . . . , N} be an indexing function that indicates the partition to which observation i is
allocated by randomization. f ∧−k(i) is the fitted function. Typical Choices of k are 5 to 10. In the case
k(i) = i and for the ith observation, the fit is computed using all the data except the ith observation.

4 Predictive Modelling

To learn high-level representations from the data and classifying the injury severity of road traffic
accidents, this research proposes the implementation of Multi-Model network architectures including
two distinct machine learning classifiers i.e., MLR, MLP which are trained and implemented using
the attributes selected by PCA and CFS using 10-fold cross-validation technique.

4.1 Multinomial Logistic Regression Classifier

The first utilized classifier as part of the predictive modeling stage is the MLR classifier [32]. In
statistics, MLR is a classification method that generalizes logistic regression to multiclass problems,
i.e., with more than two possible discrete outcomes. It is a model that is used to predict the probabilities
of the different possible outcomes of a categorically distributed dependent variable, given a set of
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independent variables. The objective is to construct as a linear predictor function that constructs a
score from a set of weights that are linearly combined with the explanatory variables (features) of a
given observation using a dot product, mathematically defined as follows:

Score(Xi , k) = Bk . X (4)

where Xi is the vector of explanatory variables describing observation i, βk is a vector of weights (or
regression coefficients) corresponding to outcome k, and score (Xi, k) is the score associated with
assigning observation i to category k. As a part of the model implementation and classification phase,
chosen classifier MLR is applied on all three distinct accident datasets to predict our target attribute
“Casualty Severity” which is nominal and having three values i.e., “Slight”. “Serious” and “Fatal”.
Classification using MLR has been performed with the following parameters: a maximum number of
iterations is set to 10 and “Ridge Value” in the “log-likelihood” set to “1.0E−8”.

4.2 Multilayer Perceptron Classifier

One of the categories of feedforward artificial neural network (ANN) is the multilayer perceptron
(MLP) classifier [33]. It comprises at least ternary layers of connection: an input tier, a concealed tier,
and a turnout tier. But for the input connections, each connection could be a neuron that employs
a nonlinear actuation function. Controlled learning practice named “Backpropagation” is employed
by MLP for preparing the input data. In case an MLP encompasses a straight actuation work in all
neurons, that’s, a direct work that maps the weighted inputs to the outcome of each neuron, at that
point direct variable-based calculations show that any number of layers can be diminished to a two-
layer input-output classifier. The historically common activation function is the sigmoid function and
is mathematically defined by:

y(vi) = tanh(vi) (5)

where yi the output of the ith node (neuron) and vi is the weighted sum of the input connections. It is
a hyperbolic tangent that ranges from −1 to 1, while the other is the logistic function, which is similar
in shape but ranges from 0 to 1. As a second classification model, the MLP classifier is MLP model
is applied on accident records from selected accident datasets to predict the outcome i.e., Casualty
Severity. MLP classifier performed the classification with the parameter settings as follows: “hidden
layers” to be calculated as “a’=(attributes+classes)/2”, “decay” is set to false to increase the learning
rate, “normalizeAttributes” is set to “True” that will normalize the attributes, “learning rate” is set to
0.3 and “momentum” is set to 0.2.

4.3 Hybrid Model of Weighted Majority Voting Scheme

The second stage of the proposed approach employs the hybrid classification approach which
is preferably employed because of its better accuracy and precision as compared to an individual
classifier. Rendering to the “No Free Lunch Theorem” [34] the finest machine learning technique
which is best for any prediction problem doesn’t exist. So, the integration of various classifiers in the
form of a hybrid classification model provides better results as specified by [35]. Fig. 2 illustrates the
hybrid modeling architecture for unknown “Casualty Severity” prediction.
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Figure 3: Architecture of the hybrid modeling of the proposed approach

The major approaches of hybrid modeling being utilized are cascading [36], hierarchical [37], and
parallel [38] (Fig. 3). In cascading approach, the outcome of one classifier is used as feedback for the
subsequent classifier to perform the classification. Employing a collection of two-fold classification
methods organized by way of a “tree” in class orbit, a hierarchical classification strategy resolves
multiple categorical complexities in higher dimensional areas. In contrast to that, the parallel approach
receives an identical input for all the selected models and combine their outcome employing specified
decision reasoning. As discussed in [39] decision reasoning can be direct which includes average and
weighted average of the outcomes or indirect that includes voting, probabilistic, and rank cantered
approaches. In the proposed approach, the parallel ensemble approach is being utilized to integrate
the individual classifiers with the WMV scheme. The proposed WMV hybrid scheme also performs
well in a case where all individual classifiers provide less effective results. A weight factor is assigned
to each model. For each model, predicted class likelihoods are accumulated, then its product is taken
with the model’s weight, and the average is calculated. Based on these weighted average likelihoods,
the class tag is assigned using the mathematical equation as follows:

Y∧ =
n∑

i=1

Wi Xs(Ci(X) = j) (5)

where XS is the attribute function [Ci(X) = j ∈ S] and S is the collection of distinct target class values.
After the classification is performed by individual models, it is a prerequisite to reduce their distinct
faults by using a WMV Hybrid classification approach. Henceforth, the hybrid model is created by
integrating the individual classifiers that are MLR and MLP. To evaluate the combined effort of all
the selected classifiers, the proposed WMV Hybrid model is applied on all three accident datasets to
predict our target attribute i.e., Casualty Severity. A hybrid model is designed using a training dataset
with parameter settings as follows: seed value is set to “2” which is a random number seed to be used,
“batch size” is set to “100” which is the preferred number of instances to process, this combination
rule is termed as “Weighted Majority Voting”.

4.4 Model Testing and Predictions

This section provides the details about testing activity that has been performed for each classifier
and the WMV Hybrid model for Casualty Severity prediction of road traffic accident datasets IRTAD,
FARS, and NCDB using the 10 fold cross-validation method. With this method, we produced one data
set of every accident dataset which we divided randomly into 10 parts. We used 9 of those parts for
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training and reserved one-tenth for testing. We repeated this procedure 10 times, each time reserving
a different tenth for testing. Through this method, we have performed out-of-sample testing, for
assessing that how well each individual and hybrid model generalizes to an independent dataset to
obtain the best prediction accuracy.

4.5 Model Evaluation and Discussions

After performing the testing and predictions activity, the next phase is to provide the model eval-
uation with a performance comparison of the proposed framework for Casualty Severity prediction
of road traffic accident datasets IRTAD, FARS, and NCDB using individual classifiers and the WMV
Hybrid model. A quantitative analysis of the results generated by the proposed framework is also
presented here. We correspondingly presented the evaluation comparison of the anticipated WMV
Hybrid model and individually implemented classification approaches i.e., MLR and MPL on selected
accident datasets.

4.5.1 Quantitative Result Evaluation

To begin with the experimental evaluation, we first utilized the empirical assessment measures
i.e., “Precision”, “Recall”, “Classification Accuracy”, “Mean Absolute Error” (MAE), “Root Mean
Squared Error” (RMSE), and “Relative Absolute Error” (RAE) for execution assessment. Upon all
three accident records IRTAD, FARS, and NCDB, the proposed WMV Hybrid method achieves the
highest precision and recall rate respectively of 0.894, 0.996, and lowest MAE and RMSE of 0.0731,
0.2705 which is above the implemented classifiers on the IRTAD dataset as presented in Tab. 1.

Table 1: Performance evaluation of the proposed WMV hybrid scheme on different datasets

General assessment profile

Selected
approaches

Name of
dataset

Precision Recall MAE RMSE

MLR IRTAD 0.892 0.994 0.1176 0.3439
FARS 0.712 0.814 0.2710 0.3110
NCDB 0.793 0.894 0.2176 0.2839

MLP IRTAD 0.894 0.892 0.2249 0.3312
FARS 0.811 0.901 0.1420 0.2715
NCDB 0.601 0.881 0.1120 0.2922

Proposed
WMV hybrid
scheme

IRTAD 0.895 0.996 0.0731 0.2705
FARS 0.810 0.921 0.1320 0.2850
NCDB 0.884 0.794 0.1752 0.2809
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4.5.2 Performance Comparison

For the subsequent evaluation approach, confusion matrix [40] examination is undertaken to
exhibit the accurateness of predicted estimates performed by selected approaches. Along with the
prediction accuracy, other evaluation metrics i.e., F-measure and ROC Area and Kappa metric [41]
are also being utilized to access the performance of implemented methods. Kappa Rate is a measure of
agreement between the predictions and the real outputs. ROC area provides an effective way to choose
better classifiers and reject others. A perfect prediction model generates ROC area rate approaches
towards 1. It represents the assessment of the total accuracy to the estimated random chance accuracy.
Kappa rate larger than 0 indicates that the model performs better than the random chance classifier
of the proposed method and individual classifiers for each target class on selected datasets. Although
all of the implemented classifiers performed reasonably well, however, the proposed WMV Hybrid
classifier outperformed the individual classifiers for the “Casualty Severity”prediction of an RTA. The
comparison between the reported metrics using the MLR, MLP, and proposed WMV Hybrid model
is presented in Tab. 2. As classifiers with the highest prediction accuracy, F-Measure and ROC area
are preferred. So, the outcomes of implementing the specified framework indicate that the proposed
WMV Hybrid approach attains the uppermost prediction accuracy of 89.0281%, F-measure of 0.942,
Roc Area of 0.513, and Kappa Rate of 0.0395 among the implemented classifiers on the IRTAD dataset
as presented in Tab. 2.

Table 2: Performance analysis of the proposed approach in terms of performance parameters

Selected
approaches

Name of
dataset

Prediction
accuracy

F-Measure Roc Area Kappa rate

MLR IRTAD 88.7971% 0.941 0.553 0.0211
FARS 87.591% 0.850 0.511 0.0143
NCDB 87.247% 0.912 0.652 0.0202

MLP IRTAD 88.8149% 0.941 0.542 0.0329
FARS 88.8012% 0.752 0.421 0.0451
NCDB 85.214% 0.779 0.665 0.0321

Proposed
WMV hybrid
scheme

IRTAD 89.0281% 0.942 0.751 0.0629
FARS 89.0132% 0.889 0.701 0.0612
NCDB 88.8241% 0.901 0.712 0.0541

4.5.3 Relative Assessment of the Presented and Prevailing Approaches

As the third step of experimental evaluation, a relative assessment of the presented and prevailing
approaches for accident severity prediction in terms of precision has been specified. In this regard,
Tab. 3 below projects the comprehensive evaluation. Since the assessment outcomes undoubtedly
confirm the ascendance of a specified framework as it overtakes all prevailing methods in terms of
prediction for unknown “Casualty Severity” of an RTA. This indicates the validity of the presented
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WMV Hybrid classifier in terms of accurate prediction of an unknown “Casualty Severity”. The
subsequent fine technique of SVG and GMM attains the values of precision as 0.98. Lastly, the flawed
approach of the fuzzy decision obtained the lowest precision of 0.61.

Table 3: The performance comparison of the proposed WMV hybrid scheme with different state-of-
the-art approaches

Statistical
approach

Model Executional assessment
approach

Precision Accuracy

Fuzzy decision
approaches [42]

DT, Bayesian
network, and linear
SVM

OOB C-Statistics 0.61 69.96%

Hierarchical
modeling scheme
[43]

Random Forest
(RF), Support
Vector Machine
(SVM), and Neural
Network (NN)

accuracy (ACC) and
precision (PPV)

0.81 81.37%

Qualitative
modeling [44]

Logistic regression
model

Cox & Snell R-square
& Log-likelihood

0.69 70.00%

Hybrid model [45] SVG & GMM RBF kernel performance
metrics

0.98 88.5167%

Proposed WMV
hybrid scheme

WMV Hybrid of
MLR and MLP
Model

Goodness-of-fit 1.00 89.0281%

4.5.4 Computational Complexity Comparison

As the final step of experimental evaluation, computational complexity comparison between the
proposed WMV Hybrid classifier and prevailing approaches has been carried out. In this regard, Tab. 4
below projects the comparative evaluation. The results showed that, while the computation time of
adaptive algorithms differs slightly, the proposed approach is carried out through hybrid integration
of two individual models MLR and MLP using a weighted majority voting scheme, resulting in more
complex results with higher prediction accuracy than previous studies that used individual algorithms.
It produces rapid global and precise local optimal findings, displaying a better comprehension of the
entire model description, and finally, the feature analysis revealed that non-road-related variables,
notably driver variables, are more essential than highway variables. The methodology established in
this work can be extended to big data predictive analytics of road accident fatalities and used by traffic
policy regulators and traffic safety experts as a rapid tool.
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Table 4: Computational complexity comparison of the proposed WMV hybrid scheme with existing
approaches

Severity
prediction
approaches

Complexity attributes

RAM Implementation tool Processor Hard disk Model
computation
time
(Seconds)

Proposed
WMV hybrid
scheme

6GB JDMP [46]
WEKA [47]

Core i7 600GB 155.96

Fuzzy decision
approaches

6GB Matlab NA NA 159.41

Hierarchical
modeling
scheme

5GB WEKA Core i5 500 165.52

Qualitative
modeling

NA WEKA NA NA 155.99

4.5.5 Knowledge Representation

The findings of result evaluation and performance comparisons show that the age group of 18
to 30 years is identified as the most vulnerable age group involved in traffic accidents of various
severity levels. Besides, the Type of Vehicle is also found to be an important factor to discriminate
among different casualty severities. Mostly 50cc motorcycles are found to be involved in Slight casualty
accidents and 500cc motorcycles are identified to be involved in Serious casualty accidents. Moreover,
Goods vehicles with 7.5 tons are identified to be involved in fatal accidents. Most of the female drivers
are observed to be involved in slight casualty crashes and male drivers are being involved in both
serious and fatal casualty accidents. The road type and road surface condition are also found to be
distinguishing attributes for predicting the “Casualty Severity” as both attributes show the highest
classifier related to target attribute generated weights by MLR. The proposed approach provides a
comprehensive analysis and findings of important factors that cause accidents of different severity
levels.

5 Conclusion and Future Work

The proposed approach analyzes the RTA records to discover the underlying patterns responsible
for a particular type of causality severity that occurs in road traffic accidents. Individually designed
prediction models and proposed WMV Hybrid model predict the unknown “Casualty Severity” of an
accident from a selected accident recordset. Performance comparison indicates the proposed WMV
Hybrid classifier as the best prediction approach due to its enhanced evaluation statistics including
precision and prediction accuracy as compared to individual classifiers on selected accident datasets.
The results of the proposed WMV hybrid model support the road safety policymakers for rendering
their decisions in the identification of the most critical aspect related to “Casualty Severity”. Finally,
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the consequences of this research provide the prospective study related to accident severity analysis
using hybrid machine learning techniques, and different security issues [48–51] particularly in the
perspective of highway safety. A possible future work direction is to further expand the current research
work using deep learning approaches like recurrent neural networks (RNN) and convolutional neural
networks (CNN) that require learning at different layers with substantial accident data to get the
profound insight analysis of potential risk factors of a road accident. This has the potential to be a
useful method for estimating the seriousness of injuries in road collisions.
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