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Abstract: Biomedical image processing is a hot research topic which helps to
majorly assist the disease diagnostic process. At the same time, breast cancer
becomes the deadliest disease among women and can be detected by the use
of different imaging techniques. Digital mammograms can be used for the
earlier identification and diagnostic of breast cancer to minimize the death
rate. But the proper identification of breast cancer has mainly relied on the
mammography findings and results to increased false positives. For resolving
the issues of false positives of breast cancer diagnosis, this paper presents an
automated deep learning based breast cancer diagnosis (ADL-BCD) model
using digital mammograms. The goal of the ADL-BCD technique is to
properly detect the existence of breast lesions using digital mammograms.
The proposed model involves Gaussian filter based pre-processing and Tsallis
entropy based image segmentation. In addition, Deep Convolutional Neural
Network based Residual Network (ResNet 34) is applied for feature extrac-
tion purposes. Specifically, a hyper parameter tuning process using chimp
optimization algorithm (COA) is applied to tune the parameters involved
in ResNet 34 model. The wavelet neural network (WNN) is used for the
classification of digital mammograms for the detection of breast cancer. The
ADL-BCD method is evaluated using a benchmark dataset and the results
are analyzed under several performance measures. The simulation outcome
indicated that the ADL-BCD model outperforms the state of art methods in
terms of different measures.
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1 Introduction

Cancer is a disease which arises if anomalous cell grows in an uncontrolled way which disregards
the average rules of cell partition that might create uncontrolled proliferation and growth of the
anomalous cell. This could be fatal when the proliferation is permitted to spread and continue in this
manner will result in metastases development [1]. Breast cancer form in a similar manner and generally
start in the glands which create breast milk or in the duct which carries milk to the nipple. Cell in
the breast starts to develop in an uncontrollable way and forms a lump which could be detected/felt
by the mammograms. Breast cancer is a common cancer amongst women and another reason of
cancer interrelated mortalities widespread amongst them [2]. The deaths rate amongst females is
about 40% among 1989 and 2016, and since 2007, the mortality rate in young females are gradually
reducing in elder females because of earlier recognition via screening, better treatment, and increased
awareness [3]. Mammography, i.e., executed at reasonable X-ray photon energy, is generally utilized
for screening breast cancers. When the screening mammograms displayed abnormalities in the breast
tissue, diagnostic mammograms are commonly suggested for additional investigating of the suspected
regions. The initial symptom of breast cancer is generally a lump in the underarm/breast which
doesn’t go after the period. Commonly, this lump could be identified by screening mammography
well in advance the person could note them when this lump is tiny to do any noticeable variations to
the person. Various researches have displayed that utilizing mammography as an earlier recognition
approach for breast cancer.

Computer aided detection and diagnosis (CAD) systems are now being utilized for offering
essential support in making decision procedures of radiotherapists. This system might considerably
decrease the number of efforts required to the calculation of cancer in medical practice when
minimizing the amount of false positives which result in discomforting and unnecessary biopsies. CAD
system about mammography might tackle 2 distinct processes: diagnosis of detected lesions (CADX)
and detection of suspected lesion in a mammogram (CADe), viz., classifications as malignant/benign
[4]. In recent years, Deep learning (DL) is considered an advanced technique since it has shown
performances beyond the advanced in several machine learning tasks includes object classification and
detection. Different from traditional ML techniques that need a handcrafted feature extraction phase,
i.e., stimulating since it is based on areas of interest, DL approaches adaptively learns the suitable
feature extraction procedure from the input data regarding the target output. This removes the difficult
task of investigating and engineering the discriminations capability of the features when enabling the
reproducibility of the methods. As the development of DL approach, several studies were published
using deep frameworks [5—10]. The more frequent kind of DL framework is the convolutional neural
network (CNN). The research was performed on the BCDR-FM datasets. Also, they stated efficiency
development using the integration of learned and handcrafted depictions.

This paper presents an automated deep learning based breast cancer diagnosis (ADL-BCD)
model using digital mammograms. The proposed model involves Gaussian filter based pre-processing
and Tsallis entropy based image segmentation. In addition, Deep Convolutional Neural Network
based Residual Network (ResNet 34) is applied for feature extraction purposes. Specifically, a hyper
parameter tuning process using chimp optimization algorithm (COA) is applied to tune the parameters
involved in ResNet 34 model. The wavelet neural network (WNN) is used for the classification of
digital mammograms for the detection of breast cancer. The ADL-BCD method is evaluated using a
benchmark dataset and the results are analyzed under several performance measures.
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2 Literature Review

Zhang et al. [11] created a multiview feature fusion network method for classifying mammograms
from 2 perceptions, and also they presented a multiscale attention DenseNet as the support network
for FE method. The method includes 2 independent branches, i.e., utilized for extracting the features
of 2 mammograms from distinct perceptions. This study mostly focuses on the creation of multiscale
attention and convolutional modules. Altaf [12] designed a hybrid method depending on PCNN and
DCNN. Because of the requirement for huge datasets to tune and train CNNs, that aren’t accessible
for medicinal images, TL method was utilized in this study. TL method could be efficient method while
functioning with smaller sized dataset.

Yala et al. [13] develop a mammogram based DL breast cancer risk method i.e., highly precise
compared to determining breast cancer risk methods. With RF data from patient’s questionnaires
and electronic medical record reviews, 3 methods are established for assessing breast cancer risk
within five years: an RF-LR method utilized conventional RFs, a DL method (image DL) which
utilized mammograms, and a hybrid DL method which utilized conventional mammograms and RFs.
Comparison is made for a determined breast cancer risk method which includes breast density.

Shen et al. [14] developed a DI method which could precisely detect breast cancer on screening
mammograms via an “end-to-end” training method which effectively leverages training dataset by
comprehensive medical annotation or the cancer status (label) of the entire image. In this method,
cancer annotation is needed in the early training phase, and following stage requires image level
labels, removing the accessible cancer annotation. This CNN approach is to classify the screening
mammogram achieved outstanding efficiency than prior approaches.

Kumar et al. [15] deliver a classification scheme i.e., utilized for classifying breast image as a
malignant/benign and when malignant could additionally categorize that kind of malignancy i.e.,
invasive/non-invasive cancer. This method could suggest treatments for predicting malignant class
with details such as probability of curing, degree of seriousness, time taken by selected treatment as
treatment of a breast lesion based on stage and type of malignancy. In order to attain high/medical
utilization accuracy by positioning developments of image analysis and soft computing such as DL
and DNN for decreasing breast lesion deaths as concrete efforts utilizing mammogram by identifying
breast lesion in an earlier phase.

Kaur et al. [16] consist of a novel method, employed on the Mini MIAS dataset of 322 images,
including a pre-processing technique and in-built FL utilizing K-means clustering for SURF election.
The novel layer is included at the classification levels that perform a ratio of 30% testing to 70%
training of the DNN and MSVM. The result shows that the accuracy rate of the presented automatic
DL approach with K-means clustering using MSVM is enhanced than a DT method. Aboutalib
et al. [17] intended to examine the revolutionary DL approaches for distinguishing recalled however
benign mammograms from malignancy and negative exam. DL-CNN methods were introduced for
classifying mammograms to negative (breast cancer free), re-called benign categories, and malignant
(breast cancer). The proposed method shows that automated DL-CNN approaches could detect
nuanced mammograms features for distinguishing recalled benign image from negative and malignant
cases that might results in a computerized medical toolkit for helping reduced false recalls.

Masni et al. [18] proposed a new CAD scheme depending on the regional DL approaches,
an ROI based CNN i.e.,, named YOLO. The presented method has 4 major phases: FE using
DCN, preprocessing of mammogram, mass classification utilizing FCNN, and mass recognition with
confidence. In Al-Antari et al. [19], an incorporated CAD scheme of DL classification and detection
is presented aimed to enhance the diagnostic efficacy of breast lesions. DL-YOLO detectors are
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first evaluated adopted and for detecting breast cancer from the whole mammograms. Next, 3 DL
classifications, i.e., ResNet-50, InceptionResNet-V2, and regular feedforward CNN, are evaluated and
modified for breast cancer classification.

3 The Proposed Model

This study has introduced a new ADL-BCD technique to detect the occurrence of breast cancer
using digital mammograms. The overall workflow of the ADL-BCD technique is showcased in Fig. 1.
It contains GF based preprocessing, Tsallis entropy based segmentation, ResNet34 based feature
extraction, COA based parameter tuning, and WNN based classification. The detailed working of
these processes is elaborated in the following.

Input: Digital Mammogram Images

Preprocessing Segmentation Process
using — using
Gaussian Filetring Multilevel Thresholding

-

Feature Extraction

Hyper Parameter Tuning Process Deep Convolutional Neural Network
using —- based
Chimp Optimization Algorithm (COA) Residual Network (ResNet 34)

T ——

-~ PR

‘ Classification Process
using —| Results of Abnormal Mammogram Detection

Wavelet Neural Network

Figure 1: Overall process of ADL-BCD model

3.1 Stage 1: GF Based Preprocessing

At the initial stage, the digital mammograms are preprocessed using GF technique to remove the
unwanted noise. The Breast masses i.e., existing in the digital mammogram appear bright compared
to the preprocessing, and background filters utilized must be capable of retaining its natural intensity
features when eliminating the redundant noise portion. The presented scheme utilizes a 7 * 7 Gaussian
filters i.e., a nonuniform lowpass filter to pre-process the digital mammograms in which the images are
smoothened and the noises are detached in that way removing its intensity in homogeneity and preserve
its grey level variation without the segmentation algorithm which might misinterpret for finding the
actual breast masses [20]. The Gaussian filters for a pixel (i, j) i.e., utilized in the presented scheme
utilizes a 2D Gaussian distribution function known as point spread function that can be presented as
follows

G (i) =

_P24p

e 2’ (1)

2ro?
whereas s represents the SD of the distribution. The Gaussian kernel value is utilized for framing a
convolutional filter. The convolutional filters are employed on the digital mammogram on each pixel.
The matrix multiplications are executed among the intensity and kernel values of all pixels of the digital
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mammogram. Therefore, the mammogram is subject to noise elimination and smoothen by Gaussian
filtering.

3.2 Stage 2: Tsallis Entropy Based Segmentation

Next, in the second stage, the pre-processed image is fed into the segmentation model to detect the
lesion regions in the input mammograms. The entropy is associated with the chaos measure within a
system. Initially, Shannon deliberated the entropy for measuring the ambiguity about the data content
of the scheme [21]. Shannon specified that: if physical systems are divided as 2 statistical free subsystem
A & B, then the entropy value could be described in the following equation:

S(A+B)=S(A) + S(B) 2

According to Shannon concept, a non-extensive entropy theory was developed by Tsallis i.e.,
determined by:

1 — ZIT=1 (pi)q
qg—1
whereas T represents the system potential, ¢ indicates the entropic index, and p; means the likelihood

of every state i. Classically, the Tsallis entropy S, would meet Shannon entropy while ¢ — 1. The
entropy values are given by the pseudo additive rules:

S, A+B) =S, AD+S,B)+1—-¢.S,A).S,(B) 4)

S, = 3)

The Tsallis entropy could be deliberated for finding an optimum threshold of an image. Assume
that L gray level in the range {0,1,..., L — 1} with likelihood distribution p; = po,pi,...,P 1.
Therefore, the Tsallis multilevel thresholding could be attained as follows:

f(T)=|[t,t,...,t ] = argmax

[S/(D)+S)(T) + -+ Sy (1) + (1 — @) .S (T) .S} (T) .. S5 ()] Q)

whereas
P b Vil ) MR RIE = I

Sq (T) = T, P = ;Pl (6)
B R Y )N

S H=—""7— P= Z:Pz ()
com 125 H) &

S¥(T) = i1 , P*=>"Pi (8)

In the multilevel thresholding procedure, it is essential for determining an optimum threshold
value T maximizes the objective function f (7).

3.3 Stage 3: ResNet34 Based Feature Extraction

During the third stage, the ResNet 34 model is used to effectually extract the features from the
segmented images. Deep network is a multilayer neural network framework with multiple hidden
layers. The learning of deep networks is generally performed hierarchically, starts from the low level
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to high level, using several layers of the network. DL depending on CNN was extensively utilized in
many regions for solving distinct engineering challenges and displayed great performances in problem
solutions [22].

CNN is a familiar model which permits the network for extracting local and global features from
the data, improving the decision making process. At the convolution layer the value of all positions
(m;,m,) of an input data I, ,,, is convolved with kernel K; ,,, for producing the feature map. The
convolution outcome of layer / and feature ¢ to specific data point (m,,m,) of input data 1, .., is
expressed as:

k=172 (ky=1)/2

Iml,mz X Kk] xhky - Z Z ]ml—i,mz—j X Kixj- (9)

i=(—ky+1)/2 j=(~ky+1)/2

Afterward addition the bias term B*" the preceding formula as:
‘S{LI = (Iml,mz X Kkl ><k2) + %(LI)' (10)

Every neuron will process a linear output. If the outcome of neuron is feed to other neurons, it
finally makes other linear output [23]. For overcoming this problem nonlinear activation functions as
defined in the following. The sigmoid function can be typically represented using Eq. (11):

1
o (x)

This technique undergoes vanishing-gradient issues and containing huge computational difficulty
Another non-linear activation function has TanH that was fundamentally a scaled version of the o (x)
operator as:

tanh (x) =2 x o (x) — 1, (12)

That is to avoid the vanishing-gradient issue and their features. One of the famous non-linear
operators was Rectified Linear Unit (ReLU) that filter out each negative data and is demonstrated as:

ReLU (x) = max (0, x) . (13)

The Leaky-ReLU rectifier features that are change of ReL U, is given as follows:
Leaky-RelLU (x) = o (x) + BReLU (), (14)

As stated, the “in-depth” structure created an optimization complexity at the time of network
training, that is gradient reducing problems and affect the network performances. In this work, they
present residual learning to beat these problems and develop a DL framework to grade the fruits. In the
residual network, the stacked layer performs a residual mapping by making shortcuts connections that
carry out identity mapping (x). The output is included in the output of stacked layer’ residual function
F(x). In the training of deep network with backpropagation, the gradient of error is propagated and
calculated to the shallow layer. In deep layer, this error tends to be small till it eventually decreases.
This is named the gradient reducing problem of deep networks. The issue could be resolved by residual
learning. Fig. 2 depicts the framework of ResNet-34.
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Figure 2: Structure of ResNet-34

The actual residual branch or unit 1 in the ResNet shows rectified linear unit (ReLU), weight, and
batch normalization (BN). The output and input of a residual unit are estimated by

w=hx)+Fx+ W)
X =f(00)

whereas / (x;) represents the identity mapping, F indicates the residual function, x; denotes the input,
and W, means the weight coefficient. The identity mapping is expressed as / (x;) = x;. It describes the
basis of ResNet framework. In this work, ResNet-34 has been employed.

3.4 Stage 4: COA Based Parameter Tuning

To finely adjust the parameters involved in the ResNet34 model, the COA is applied to it. COA
was simulated as individual intelligence and sexual incentive of chimps from its group hunting that
was varying from the other social predator. During the chimp colony, there are 4 kinds of chimps
allowed to hunt models such as driver, barrier, chaser, and attackers. From every various capability,
however, this diversity is essential to successful hunt. In the male chimps hunt superior to females. If
they caught and killed, meal was distributed to every hunting party member and even bystander [24].
From the attacker is supposed for needed much greater cognitive endeavor from prognosticating the
succeeding movement of prey, and it can be remunerated with huge piece of meat afterward successful
hunt. The procedure of place upgrading Mechanism is the search chimp place from the search space
considering the place of another chimp position. Next, the last place was situated arbitrarily in the
circle that was determined as attacker, barrier, chaser, and driver chimp locations. For instance, the
prey locations were evaluated by 4 optimum groups and another chimp arbitrarily upgrade its places
within it.

From the mathematical processes of group, driving, blocking, chasing, and attacking are resulting.
In order to mathematically the drive as well as chase the prey was signified as the formulas:

D - |C-Aprey (n) - m-A('himp (n)| (15)

Achimp (n + 1) = Aprey (l) —x.D (16)
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where n refers the amount of present iteration, ¢, m, and x are the coefficient vectors are the vector
of prey location and are the place vector of chimps. The vectors ¢, m, x are computed as following
expressions:

X =2.L.rand, — L (17)
C = 2.rand, (18)
M = chaotic_value (19)

where rand, and rand,, are the arbitrary vectors from the range of 0 and 1. Eventually, m defines the
chaotic vector computed dependent upon different chaotic maps and so vector demonstrated as result
of sexual stimulus of chimp from the hunting procedure. Fig. 3 illustrates the flowchart of COA.

Start

Initialization

!

> Define Chimp Group

!

Search Climb Process

|

Update Position of Search Agent

No : o
Met Stopping Criterion

Yes

Display the Optimal Solution

Figure 3: Flowchart of COA

To mathematically apply the performance of chimp, it can be considered as initial optimum
solution accessible by attacker, driver, barrier, and chaser are optimum informed on the place of
potential prey. Therefore, 4 of optimum solutions yet gained was saved and other chimps were required
for updating its places based on optimum chimps places. This connection was written as subsequent
formulas,

DArtacker = |C1AAttacker - m1A| (20)
Db’arrier = | C2ABarrier - mZA | (21)
DChaser = |C3ACl1aser - m3A| (22)

DDriver = | C4ADriver - m4A| (23)
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If the arbitrary values have been lying from the range of —1 and 1, the next place of chimp is from
someplace among from present place and place of prey.

A = Asverer — X1 (D grracter) (24)
Ay = Agarier — X2 (D garrier) (25)
As = Aciaser = X3 (Dchaser) (26)
Ay = Apir — X4 (Dprier) (27)

In the entire formulas:

X+ X+ X3+ X
Xpy = (28)

The normal upgrading place process or the chaotic procedure for updating the place of chimps in
optimization. The mathematical process was written as:

A,., @n) —x.D, if¢ <05

. ) (29)
chaotic, ., if ¢ > 0.5

Ac/zimp (n + 1) = [
where is an arbitrary number from 0 and 1.

3.5 Stage 5: WNN Based Classification

At the final stage, the WNN model is utilized to categorize the inputs into presence or absence
of breast cancer. The wavelets are attained by scaling and translating a different function ¥ (x)
localization from both time/space and frequency is named as mother wavelet that is determined
in such a manner for serving as a fundamental for describing another function. The wavelets
were widely utilized from the fields of signal analysis, identification, and controller of dynamical
schemes, computer vision, and computer graphics, amongst other applications [25]. To provide (x),
the equivalent family of wavelets is attained as:

%<x>=|d,-|-%w( ),ceyéo,j:l,z,...,k, (30)

X —1

j
where x = {x, X,,...,Xx,} and ¥(x) is achieved from ¥ (x) by scaling it by factor d, = {d,;, dy, . .., d,;}
and transforming it by ¢, = {t,,, t,, . .., t,;}.

WNN is non-linear regression framework which demonstrates input-output maps by relating
wavelets with suitable scaling as well as translation. The output of WNN was defined as:

k k
_1 xX—=1
y:jzlelp/(X):;Wle zuf( 7 ) 31

where w, implies the synaptic weight, x refers to the input vector, and d; and ¢, are parameters that
characterized the wavelets.

4 Performance Validation

This section investigates the performance of the ADL-BCD technique interms of different
dimensions [26]. The ADL-BCD technique is assessed using the Mammographic Image Analysis
Society (MIAS) dataset, containing 322 images (Normal-209, Benign-61, and Malignant-52).
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The confusion matrices produced by the ADL-BCD technique take place under five distinct runs
in Fig. 4. Fig. 4a shows the confusion matrix obtained by the ADL-BCD technique under training and
testing set of 90:10. The figure showcased that the ADL-BCD technique has categorized 201 images
into Normal, 56 images into Benign, and 46 images into Malignant. Similarly, Fig. 4c illustrates the
confusion matrix attained by the ADL-BCD approach under training and testing set of 70:30. The
figure outperformed that the ADL-BCD method has categorized 195 images into Normal, 52 images
into Benign, and 42 images into Malignant. Likewise, Fig. 4¢ depicts the confusion matrix gained by
the ADL-BCD manner under training and testing set of 50:50. The figure exhibited that the ADL-
BCD algorithm has categorized 188 images into Normal, 50 images into Benign, and 40 images into
Malignant.

Training/Testing (90:10) Training/Testing (80:20) Training/Testing (70:30)
200
182 1=
Warmal ] ° Normal 2 1 159 Harna| L] 1 o
15 ikl 140
124 ™
- - i
] = =
] Benign 4 56 1 e 2 Beaign 8 51 2 LU Benign 7 52 2 1
4 < L] = L
[ 1] e
58
- e
Malignant L] ° &6 Maligeant 7 1 by Malignant ¥ 3 42
F Fl
o
Normal Benign Maligmamt Rarnal Benign Malignant Norsal Beriga Malignamt
Predicted Predicted Predicted
(a) (b) (c)
Training/Testing (60:40) Training/Testing (50:50)

= o
= - 3 108
£ eeign 7 50 4 We = penign B 50 3
" v
i w = 8
2] 6
0 o
Ralignant B 5 39 Malignant 7 5 ]
] m
Rormal Banign alignant Wormal Benign Malignant
Predicted Predicted
G)) (e)

Figure 4: Confusion matrix of proposed ADL-BCD model (a) shows the confusion matrix obtained by
the ADL-BCD technique under training and testing set of 90:10; (b) training and testing set of 80:20;
(c) training and testing set of 70:30; (d) training and testing set of 60:40 and (d) training and (e) testing
set of 50:50

Tab. 1 and Fig. 5 illustrates the classification performance of the ADL-BCD technique with vary-
ing sizes of training and testing dataset. The results demonstrated that the ADL-BCD technique has
accomplished maximum performance under all the different sizes. For instance, with training/testing
of 90:10, the ADL-BCD technique has accomplished an average precision of 0.9354, recall of 0.9215,
specificity of 0.9590, accuracy of 0.9607, and F-score of 0.9571. Along with that, with training/testing
of 80:20, the ADL-BCD approach has accomplished an average precision of 0.8873, recall of 0.8733,
specificity of 0.9354, accuracy of 0.9358, and F-score of 0.8794. Besides, with training/testing of
70:30, the ADL-BCD methodology has accomplished an average precision of 0.8770, recall of 0.8644,
specificity of 0.9346, accuracy of 0.9317, and F-score of 0.8684. Concurrently, with training/testing
of 60:40, the ADL-BCD manner has accomplished an average precision of 0.837, recall of 0.831,
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specificity of 0.9241, accuracy of 0.9172, and F-score of 0.8323. Lastly, with training/testing of 50:50,
the ADL-BCD algorithm has accomplished an average precision of 0.8212, recall of 0.8295, specificity
of 0.9191, accuracy of 0.9089, and F-score of 0.8234.

Table 1: Result analysis of proposed ADL-BCD method on various training and testing size

Methods Precision Recall Specificity Accuracy F-Score
Training/Testing (90:10)

Normal 0.9526 0.9617 0.9115 0.9441 0.9571
Benign 0.8750 0.9180 0.9693 0.9596 0.8960
Malignant 0.9787 0.8846 0.9963 0.9783 0.9293
Average 0.9354 0.9215 0.9590 0.9607 0.9275

Training/Testing (80:20)

Normal 0.9289 0.9378 0.8673 0.9130 0.9333
Benign 0.7969 0.8361 0.9502 0.9286 0.8160
Malignant 0.9362 0.8462 0.9889 0.9658 0.8889
Average 0.8873 0.8733 0.9354 0.9358 0.8794

Training/Testing (70:30)

Normal 0.9330 0.9330 0.8761 0.9130 0.9330
Benign 0.7647 0.8525 0.9387 0.9224 0.8062
Malignant 0.9333 0.8077 0.9889 0.9596 0.8660
Average 0.8770 0.8644 0.9346 0.9317 0.8684

Training/Testing (60:40)

Normal 0.9279 0.9234 0.8673 0.9037 0.9257
Benign 0.7353 0.8197 0.9310 0.9099 0.7752
Malignant 0.8478 0.75 0.9741 0.9379 0.7959
Average 0.837 0.831 0.9241 0.9172 0.8323

Training/Testing (50:50)

Normal 0.9261 0.8995 0.8673 0.8882 0.9126
Benign 0.7042 0.8197 0.9195 0.9006 0.7576
Malignant 0.8333 0.7692 0.9704 0.9379 0.8000

Average 0.8212 0.8295 0.9191 0.9089 0.8234
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Figure 5: Average analysis of proposed ADL-BCD method on various training and testing size

A detailed comparison study of the ADL-BCD technique with distinct measures take place in
Tab. 2 and Figs. 6 and 7. On examining the performance interms of precision, the comparative results
depicted that the MLP model has gained ineffectual outcomes with the precision of 0.78. At the
same time, the J48 4+ K-mean Clustering and DL techniques have attained a precision of 0.9 and
0.9 respectively. In line with this, the VGGNec, AlexNet, GoogleNet, DenseNet, and DenseNet-11
techniques have obtained a moderately closer precision of 0.9176, 0.9189, 0.9224, 0.9254, and 0.9285
respectively. However, the ADL-BCD technique has resulted in a higher precision of 0.9354.

Table 2: Comparative analysis of existing with proposed ADL-BCD method on various measures

Methods Precision Recall Specificity Accuracy
MLP 0.7800 0.7600 0.7400 0.7600
J48 4+ K-mean 0.9000 0.9000 0.8800 0.9000
clustering

Proposed DL 0.9000 0.9300 0.9000 0.9200
technique

AlexNet 0.9189 0.9360 0.9178 0.9270
VGGNec 0.9176 0.9358 0.9242 0.9278
GooleNet 0.9224 0.9390 0.9317 0.9354
DenseNet 0.9254 0.9459 0.9390 0.9387
DenseNet-11 0.9285 0.9560 0.9536 0.9455
ADL-BCD 0.9354 0.9215 0.9590 0.9607

Similarly, on examining the results with respect to recall, the comparative outcomes showcased
that the MLP manner has attained ineffectual result with the recall of 0.76. Simultaneously, the J48
+ K-mean Clustering and DL approaches have reached a recall of 0.9 and 0.93 correspondingly.
Likewise, the VGGNec, AlexNet, GoogleNet, DenseNet, and DenseNet-II methods have attained a
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moderately closer recall of 0.9360, 0.9358, 0.9390, 0.9459, and 0.9560 correspondingly. But, the ADL-
BCD methodology has resulted in a superior recall of 0.9215.

I MLP [ J48 +K-mean Clustering
["IProposed DL Technique [ AlexNet
I VGGNec [ GooleNet
I DenseNet I DenseNet-I
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Figure 6: Result analysis of ADL-BCD model with different measures
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Figure 7: Comparative analysis of ADL-BCD model with existing techniques

Furthermore, on investigating the performance with respect to specificity, the comparative
outcomes outperformed that the MLP manner has reached ineffectual outcome with the specificity
of 0.74. Also, the J48 4+ K-mean Clustering and DL algorithms have gained a specificity of 0.88
and 0.9 correspondingly. Similarly, the VGGNec, AlexNet, GoogleNet, DenseNet, and DenseNet-
II methods have attained a moderately closer specificity of 0.9178, 0.9242, 0.9317, 0.9390, and 0.9536
correspondingly. But, the ADL-BCD methodology has resulted in a maximum specificity of 0.9590.

On exploratory the performance interms of accuracy, the comparative outcomes showcased that
the MLP model has attained ineffectual outcome with the accuracy of 0.76. Simultaneously, the J48
+ K-mean Clustering and DL manners have obtained an accuracy of 0.9 and 0.92 correspondingly.
Besides, the VGGNec, AlexNet, GoogleNet, DenseNet, and DenseNet-1I manners have reached a
moderately closer accuracy of 0.9270, 0.9278, 0.9354, 0.9387, and 0.9455 correspondingly. Eventually,
the ADL-BCD methodology has resulted in a superior accuracy of 0.9607. The simulation outcome
indicated that the ADL-BCD model outperforms the state of art methods in terms of different
measures.
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5 Conclusion

This study has introduced a new ADL-BCD technique to detect the occurrence of breast
cancer using digital mammograms. The goal of the ADL-BCD technique is to properly detect
the existence of breast lesions using digital mammograms. The ADL-BCD technique contains GF
based pre-processing, Tsallis entropy based segmentation, ResNet34 based feature extraction, COA
based parameter tuning, and WNN based classification. The usage of COA based hyperparameter
optimization helps to considerably boost the diagnostic efficiency. The ADL-BCD method is evaluated
using a benchmark dataset and the results are analyzed under several performance measures. The
simulation outcome indicated that the ADL-BCD model outperforms the state of art methods in
terms of different measures. As a part of future scope, the advanced DL based instance segmentation
technique can be designed to further increase the diagnostic outcome.
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