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Abstract: Deep neural networks (DNN) are widely employed in a wide range
of intelligent applications, including image and video recognition. However,
due to the enormous amount of computations required by DNN. There-
fore, performing DNN inference tasks locally is problematic for resource-
constrained Internet of Things (IoT) devices. Existing cloud approaches are
sensitive to problems like erratic communication delays and unreliable remote
server performance. The utilization of IoT device collaboration to create
distributed and scalable DNN task inference is a very promising strategy.
The existing research, on the other hand, exclusively looks at the static split
method in the scenario of homogeneous IoT devices. As a result, there is a
pressing need to investigate how to divide DNN tasks adaptively among [oT
devices with varying capabilities and resource constraints, and execute the task
inference cooperatively. Two major obstacles confront the aforementioned
research problems: 1) In a heterogencous dynamic multi-device environment,
it is difficult to estimate the multi-layer inference delay of DNN tasks; 2)
It is difficult to intelligently adapt the collaborative inference approach in
real time. As a result, a multi-layer delay prediction model with fine-grained
interpretability is proposed initially. Furthermore, for DNN inference tasks,
evolutionary reinforcement learning (ERL) is employed to adaptively discover
the approximate best split strategy. Experiments show that, in a heterogeneous
dynamic environment, the proposed framework can provide considerable
DNN inference acceleration. When the number of devices is 2, 3, and 4, the
delay acceleration of the proposed algorithm is 1.81 times, 1.98 times and 5.28
times that of the EE algorithm, respectively.

Keywords: [oT; distributed computing; neural networks; reinforcement
learning

This work is licensed under a Creative Commons Attribution 4.0 International License,
@ @ which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.


http://dx.doi.org/10.32604/cmc.2022.024093
mailto:moath.alsafasfeh@ahu.edu.jo

5356 CMC(, 2022, vol.71, no.3

1 Introduction

In recent years, the Internet of Things (IoT) devices have become more and more common.
According to Gartner data, the number of IoT devices is expected to reach 25 billion by 2021 [1-5]. Asa
typical representative of “Internet 4, the [oT extends the traditional information communication to a
wider physical world, which greatly expanding the coverage and composition of the Internet [6-9]. The
wireless sensor network (WSN) is composed of a large number of sensor nodes with limited resources
such as computing, communication, and energy in a multi-hop and self-organizing manner [10]. It is
the core support of the perception layer of the IoT. Since the WSN was proposed in the 1990s, it has
received extensive attention worldwide, especially in developed countries or regions such as the United
States, Europe, Japan, and South Korea [1 1-13]. Continued to carry out related exploratory research,
people usually think that: WSN technology has the ability to increase the existing network functions
and improve the people’s perception of the world. The IoT based on WSN has great potential, and
its constantly emerging innovative application results will have a subversive impact on human life and
social progress [14].

At present, deep neural networks (DNNs) are developing rapidly and have been widely used in
various intelligent tasks (such as computer vision, video recognition and machine translation). The
IoT devices are expected to perform DNN inference tasks to achieve real-time data processing and
analysis. For example, in the smart home scene, the camera can perform video recognition and speech
translation tasks based on the DNN model [15]. However, due to the limited resources of IoT devices,
and the DNN task requires a lot of computing resources and memory usage, it is difficult for IoT
devices to perform DNN inference tasks locally. In order to overcome the above-mentioned challenges,
reference [16] proposed to split the DNN model between a single IoT device and cloud server to achieve
task inference acceleration. However, limited by factors such as the large amount of transmitted data
and the unpredictable network communication delay, the method of cloud assisting in the execution
of DNN task inference is difficult to guarantee the efficiency of data processing, and it will increase
the dependence on cloud services.

Aggregating the computing power of multiple IoT devices to perform DNN tasks together is
an effective solution. The advantage of this approach is to reduce the dependence on cloud services,
protect the privacy of IoT devices, and enable the distributed collaborative computing. Reference
[17] is the first to use resource-constrained multiple IoT devices to collaborate to perform DNN
tasks such as voice and video recognition. Reference [18] proposed the DeepThings framework to
divide the convolutional layer to reduce the overall execution delay and memory usage. However,
the existing research work only considers the isomorphism of IoT devices, and cannot achieve real-
time dynamic DNN task splitting. How to efficiently split DNN tasks and collaborative inference in
dynamic heterogeneous scenes is a key issue to be solved urgently.

The above-mentioned research problems face two important challenges. First, different parameter
configurations (layer type, number of layers, convolution kernel size, input feature size, etc.) and
heterogeneous device capabilities lead to significant differences in inference delays. It is impractical to
perform DNN inference tasks on demand to obtain the inference delay under each system setting and
task splitting strategy. Therefore, it is necessary to predict the current system state and the inference
delay caused by the split collaboration strategy in advance. The existing DNN delay prediction model
is based on the single-layer prediction, and the multi-layer prediction delay is obtained by adding the
single-layer prediction delay. However, reference [19] found through experiments that, the difference
between the sum of the delays of the individual execution of each layer and the overall execution delay
becomes more obvious with increasing number of convolutional layers, and the existing DNN delay
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prediction model cannot be within the acceptable error range to perform effective evaluation and
prediction of inference delay. Moreover, the existing delay prediction model only considers specific
parameter configuration, and does not consider the impact of equipment capabilities on DNN inferred
delay. Therefore, it is of great significance to study the accurate multi-layer delay prediction model in
the case of multiple parameter configurations and heterogeneous equipment.

DNN task splitting will generate communication overhead while distributing the amount of
computation. Although, increasing the number of devices that cooperate to perform DNN tasks
will reduce the calculation delay of a single device, it will also increase the communication delay
between devices. Therefore, the collaborative splitting strategy needs to efficiently weigh the calculation
and communication delays. Because the DNN structure, network status, and device capabilities are
dynamically changing and highly heterogeneous, the DNN task splitting and collaborative inference
strategies need to be dynamically adjusted and efficient decision-making based on the current system
state, determine the number of devices to perform tasks, and select the split of DNN tasks according
to the location and the computing tasks assigned to each device, in order to obtain the optimal DNN
inference acceleration and make full use of the computing power of the IoT device [20]. In view of
the above problems, traditional optimization methods have high computational complexity and long
solution time, making it difficult to apply. The data-driven artificial intelligence methods can establish
automated decision-making models through data processing and analysis, training and learning, and
making decisions directly based on the learned decision-making model when the system status changes,
thereby achieving adaptive, intelligent and real-time decision-making. This paper uses a data-driven
learning algorithm to develop real-time intelligent DNN task splitting and collaborative inference
strategies under the diversification of device capabilities, network status, and DNN tasks.

This paper proposes a novel IoT device collaborative execution DNN task inference (IoT-CDI)
framework. Based on various factors such as DNN structure, device capabilities, and network status,
it can adaptively adjust the DNN splitting and task allocation strategies, which can be used when
resources are limited. It realizes the DNN collaborative inference between heterogencous IoT devices,
and makes full use of the computing power to minimize the inference delay of DNN tasks. The main
contributions of this paper include three aspects:

1) Fine-grained characterization of DNN model layer types, parameter configuration and equip-
ment capabilities, etc., mining complex mapping relationships between features and execution
delays, generating interpretable multi-layer delay prediction models, and evaluating a variety
of common predictions through a large number of experiments. Then, it obtains an accurate
model suitable for multi-layer delay prediction.

2) Convert the original DNN split and collaborative inference problem into the shortest path
discovery problem, and reduce it to an NP-hard problem. An adaptive DNN splitting and
collaborative inference algorithm based on Evolutionary Reinforcement Learning (ERL) is
proposed to realize the real-time intelligent DNN inference acceleration among heterogeneous
devices.

3) Use real experiments to verify. Five common DNN models and various types of Raspberry
Pi devices are selected to verify the effectiveness of the proposed IoT-CDI framework. The
experimental results show that the proposed IoT-CDI can significantly improve the inference
speed and is better than the benchmark algorithms.

The remaining of the paper is organized as follows. In Section 2, the literature review is discussed.
In Section 3, the background introduction and research motivation are elaborated. In Section 4, the
proposed IoT-CDI model is explained. In Section 5, the task splitting mechanism of DNN is discussed.
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Section 6 provides the proposed framework. In Section 7, the experimental results analysis is described.
In Section 8, the discussion on numerical results of the algorithms is given while Section 9 concludes
the article.

2 Literature Review
2.1 Research on End-Cloud Collaboration Inference

Limited by the memory limitations and computing resource constraints of IoT devices, existing
work is mainly devoted to the research of DNN task collaboration inference strategies between the
IoT devices and cloud servers. Reference [21] proposed a DNN inference delay prediction algorithm
based on a tree regression model. In [22], the author designed a flexible and efficient two-step pruning
algorithm. According to multiple factors, such as hierarchical data transmission and calculation delay,
tolerable accuracy loss, wireless channel and device computing power, etc., the pruning model and
the optimal DNN splitting position are determined. While reducing the load of calculation and
communication transmission, it also satisfies the inference accuracy requirements of DNN tasks. The
authors in [23] designed an adaptive DNN splitting algorithm, which can find the optimal splitting
strategy under dynamic and time-varying network load conditions.

Although the collaborative inference of IoT devices and cloud servers can use the computing
power of cloud servers to reduce the inference delay, there are still problems such as high dependence
on cloud servers, unscalable inference, long communication delay, and device privacy protection.

2.2 IoT Device Collaboration Inference

As cloud assists DNN task inference facing the above-mentioned problems, an emerging research
trend is to aggregate the computing capabilities of resource constrained IoT devices, and multiple
IoT devices collaborate to perform DNN inference tasks. Reference [24] used multiple IoT devices to
perform the DNN inference for the first time, and achieved task inference acceleration by reducing the
computational cost and memory usage of a single device. However, the existing research work does not
consider the heterogeneous capabilities of [oT devices, dynamic changes of environmental conditions,
and is difficult to achieve real-time adaptive decision-making under the diversified environment
configuration and high computational complexity of problem solving. It is worth noting that, the
above work is orthogonal to the compression and acceleration methods that use weight pruning [25,26],
quantization [27,28] and low-precision inference [29,30] to reduce the computational cost of DNN
models. At the same time, these two technologies are used to accelerate the DNN inference. Reference
[31] proposes a novel system energy consumption model that considers the runtime, switching, and
processing energy consumption of all involved servers (cloud and edge) and IoT devices. Then, utilizing
a Self-adaptive Particle Swarm Optimization algorithm with Genetic Algorithm operators (SPSO-
GA), a novel energy-efficient offloading approach is developed. With layer partition procedures, this
innovative technique can efficiently make offloading decisions for DNN layers, reducing the encoding
dimension and improving SPSO-GA execution time. The authors in [32] provide a technology
framework that supports fault-tolerant and low-latency Al predictions by combining the Edge-
Cloud architectural concept with BranchyNet advantages. The benefits of running Distributed DNN
(DDNN) in the Cloud-to-Things continuum may be assessed thanks to the deployment and evaluation
of this architecture. Reference [33] proposes a new convolutional neural network structure—BBNet—
that speeds up collaborative inference on two levels: (1) through channel-pruning, which reduces the
number of calculations and parameters in the original network; and (2) by compressing the feature
map at the split point, which reduces the size of the data transmitted even more.
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Tab. 1 compare the summary of related works and proposed method.

Table 1: Comparison of the related works and proposed work

Parameter  Ref. [1§] Ref. [19] Ref. [20] Ref. [23]  Ref. [29] Ref. [31] Proposed

KPI Hierarchical Fast Fast Fast Hierarchical Fast Fast
inference inference inference inference inference
Model DNN DNN CNN Energy Logistic SVM DNN
regression
Application Distributed Image Video Battery Human Code Distributed
computing recogni-  analysis lifetime activity execution computing
tion estimation recognition and
regession

3 Background Introduction and Research Motivation

This section first introduces the types and characteristics of DNN layers, and then leads to the
research motivation of this article based on real experimental analysis.

3.1 DNN Layer Type

DNN tasks include multiple layer types, such as convolutional layer (conv), fully connected
layer (fc), pooling layer, activation layer and Softmax layer. Among them, the computational cost
and memory usage of the convolutional layer and the fully connected layer are the most. The fully
connected layer has the largest memory overhead for more than 87%. Therefore, this article only
focuses on the convolutional and fully connected layer in the DNN model.

3.2 Real Problem

1)

Model prediction. The current research work only considers the single-layer delay prediction
models with different layer types under different configuration parameters. However, the
authors show that, there are obvious prediction errors in evaluating the multi-layer delay
through the single-layer delay accumulation method. We conduct real experiments to conduct
a comprehensive analysis of the multi-layer delay prediction problem, and reveal the true
relationship between the delay sum of each layer executed separately and the actual delay
of the entire multi-layer execution on DNN models with different channel types. As the
number of different channel types gradually increases, the similarity of DNN models gradually
decreases. As shown in Fig. 1, the abscissa represents the number of different channel types
and the ordinate represents the reduction ratio of the overall execution delay compared to the
individual execution delay summation. In the case of the same convolutional layer channel type,
the overall execution delay is reduced by 50% compared with the delay summation executed
separately. If the number of different channel types is large, it means that the convolutional
layer has low similarity, and the delay of separate execution sum is approximately equal to
the overall execution delay. This experiment provides persuasiveness for the development of a
multi-layer delay prediction model, which is used to better guide the DNN task splitting and
collaborative inference.
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Figure 1: Comparison of latency

2) Equipment heterogeneity. First, measure the inference delay of five common DNN models on

three variants of Raspberry Pi (Raspberry Pi 2B, Raspberry Pi 3B and Raspberry Pi 3B+).
Five DNN models are executed on each model of Raspberry Pi device. The experimental
results are shown in Fig. 2. The bar graph represents the inferred latency, and the line graph
represents the ratio of the execution latency of different devices. For example, the AlexNet
model is used on the Raspberry Pi 2B. The inference delay required for the above execution is
1.66 s, while the execution delay on the Raspberry Pi 3B is reduced to 1.06 s, which is only the
inference delay of the Raspberry Pi 2B 64%. It can be seen that; the difference of equipment
capabilities will significantly affect the inference delay of DNN tasks. Moreover, as the amount
of calculation of the DNN model increases, the difference in the inference delay caused by the
execution of DNN tasks by different devices becomes more prominent. The inference delays of
the VGG16 model executed on Raspberry Pi 2B and 3B are 11.68 and 5.24 s, respectively, and
the execution speed is increased by about 2.23 times. This experiment shows that, the DNN
splitting should consider the heterogeneous capabilities of the device, and make full use of the
computing resources of the device to achieve the approximate optimal inference acceleration.
For this reason, it is necessary to design an accurate model to analyze the impact of equipment
heterogeneous capabilities on the DNN inference delay.
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Figure 2: Comparison of latency of various deep neural networks models
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4 ToT-CDI Model
4.1 System Model

The schematic diagram of the [oT-CDI scenario is shown in Fig. 3. It is assumed that, there is a
group of IoT devices with heterogeneous capabilities N = {1, 2, ..., N}. Each device dev; generates
a DNN inference task m with a certain probability. The DNN task inference is carried out layer
by layer, the output of the previous layer is the input of the next layer, and the task is terminated
when all layers are executed. Suppose a DNN inference task m contains K layers, and each layer is
considered a subtask. For a DNN inference task such as video recognition, usually a series of data
frames are continuously input to the DNN model for inference, and the sampling rate is assumed to
be Q frames/second.

Collaborative Inference

Figure 3: Proposed system model

Given the number of available devices N and the number of DNN subtasks (number of layers) K,
the goal is to find the split position of the DNN task and the optimal task allocation of these devices.
For each subtask k, find an IoT device devi to execute it. After each 1oT device dev; executes the
assigned computing task (some layers of the DNN task), the output data generated is transmitted
to the device that performs the next layer task until the DNN task inference is completed. The
research goal is to minimize the overall execution delay of the DNN tasks. If all subtasks are
executed on one IoT device, the limited resources of a single IoT device will cause a long calculation
delay. However, if tasks are distributed to multiple IoT devices, the communication delay increases
significantly. Therefore, it is necessary to split and allocate the DNN tasks reasonably, effectively weigh
communication and calculation delays, and minimize the overall inference delay of DNN tasks.

4.2 Problem Description

We convert the DNN task splitting problem between IoT devices into a directed acyclic graph
(DAG) expressed as G = (V, L), where the vertex v, € V indicates that the k-th layer of the DNN
model is assigned to the IoT device dev,. The edge /; € L indicates that the k-th layer of the DNN
model is allocated to the IoT device dev,, and the (k + 1)th layer is allocated to the IoT device dev,.
The graph model representation is shown in Fig. 4. If the edge /;; (i # j) is selected, the corresponding
inference delay is represented as T;. The calculation delay T o of the k-th layer of the DNN model is
executed for the IoT device dev; and the output result of the k-th layer is transmitted from the sum of
the communication delay 77, from IoT device dev; to dev;. If i = j, then the communication delay is
zero, that is, T},. Let Cy denote the memory cost required by the 10T device dev, to execute the k-th
layer.
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Figure 4: Schematic flow of the [oT-CDI

The IoT-CDI problem can be transformed into an optimal path problem from the first layer to
the K-th layer. The problem is expressed as:

K
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Eq. (1) indicates that, if the (k + 1)th layer is allocated to the IoT device dev;, an edge starting
from the IoT device dev; needs to be selected. Eq. (2) represents the memory limit of each device.
Eq. (3) ensures that each layer is executed by only one device. In addition, the DNN inference is usually
composed of multiple input data streams, so the optimization goal needs to be data stream-oriented.
Once the DNN splitting strategy is determined, each frame needs to be processed in order according
to the strategy. We introduce the concept of pipeline processing as shown in Fig. 5. Specifically, for
two consecutive data frames, the [oT device dev; first completes the task assigned by the data frame
1, and when the data frame 2 arrives, the IoT device dev; will immediately execute the task of the data
frame 2. Obviously, the bottleneck of pipeline processing is the maximum value of 7}, which is the
device with the longest processing time for a single frame. This fact is verified through experiments.
The VGG16 model is divided into three parts and executed on different devices. The time for each
device to execute one frame is 2.374, 7.768 and 1.456 s, and a single frame is executed. The maximum
inferred delay of the three devices during the task is 7.768 s, and the total execution delay of 100 frames
in the experimental test is approximately equal to 100 x 7.768 s. In order to enable the DNN split and
task allocation strategy to support the pipeline processing, the delay calculation formula is modified
to the maximum value of the individual execution delay of each IoT device. The method of multi-
device cooperative execution of DNN tasks proposed in this paper aggregates the computing power
of multiple devices and makes full use of the concurrent processing capabilities, which can effectively
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improve the overall throughput. It is achieved by adaptively splitting the DNN tasks among multiple
10T devices in real time with the goal of minimizing the total inference delay after processing all data
frames.

I:> Device 1 Device 2 Device 3 l:>

:> 2374 s 7.768 s 1.456 s ‘:>
— —>
—= =) 2| =
—> =

Total Execution Latency of 100 Frames: 782.4 s

Figure 5: Processing illustration of deep neural network model

4.3 Problem Solution

First it is proved that, the IoT-CDI problem is NP-hard, and then use the known NP-hard
problem—general assignment problem (GAP) to prove it [34,35]. The GAP assumes that, there are
M items and N boxes, put item i into box j, and get the income M, ;. The goal is to pack each item into
an appropriate box, and maximize the overall revenue under the constraints of the cost of each box.
Through parameter mapping and conversion, the IoT-CDI problem is reduced to a GAP problem,
which proves that the problem is NP-hard.

Since the [oT-CDI problem is NP-hard, it is difficult to obtain the optimal DNN splitting
and collaborative inference strategy in polynomial time. Therefore, accurate algorithms such as
enumeration are not suitable for solving this problem. In addition, due to the diversity of DNN model
structures, heterogeneous equipment capabilities and dynamic changes in communication status, it is
necessary to adjust the collaborative inference strategy in real time. To this end, we adopt a data-driven
artificial intelligence method to solve the problem, which can make real-time automated decision-
making based on environmental information. Reinforcement learning (RL) is an effective data-driven
method that continuously learns and guides behavior by interacting with the environment to obtain
rewards to obtain the maximum benefits. In this paper, an enhanced learning algorithm is used
to determine the optimal DNN splitting strategy, and to perform collaborative inference between
heterogeneous devices to achieve inference acceleration.

5 DNN Task Split Strategy

In this section, we first elaborate and analyze the proposed accurate multi-layer delay prediction
model through specific parameter configuration and a variety of typical prediction models. On this
basis, the ERL algorithm is used to intelligently and adaptively determine the cooperative inference
strategy between heterogeneous devices.

5.1 Parameter Configuration of Convolutional Layer and Fully Connected Layer

The convolutional layer includes input feature dimensions (input height in_height, input width
in_width), convolution kernel size (kernel_height, kernel_width), channel size (in_channel, out_channel),
stride and padding. The parameter configuration of the fully connected layer includes the input
feature dimension (in_dim) and the output feature dimension (out_dim). The parameter config-
uration range is shown in Tab. 2. The configurable parameters of each layer are generated by
random combination, and the execution delay Y of each parameter combination is measured. Similar
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to [36], the interpretable parameter vector X is determined according to the above model parameters,
including floating point operations (FLOPs), memory footprint and parameter scale. The specific
definition of the interpretable parameter vector X is: X = (FLOPs, mem, param_size), where mem
= mem_in + mem_out + mem_inter, mem_in represents the input data occupancy scale, mem_out
represents the memory occupancy scale of output data, mem_inter represents the memory occupancy
scale of temporary data, detailed definitions of memory and parameter characteristics can be found in
[37]. The CPU operations and memory operations affect the execution time of the program to a certain
extent. In the DNN model, the CPU operations and memory operations are reflected in floating-point
operations, memory footprint and parameter scale. A large number of [ X, Y] data pairs are obtained
through various parameter configuration combinations for delayed model training and prediction.

Table 2: Layers parameters

Type Parameter

in — height € [7,299], in — width
€ [7,299], kernel,, . x kernel,,
ef{lx1,2x2 3x3,4x4,1x3,1

con X4}, iNeamer € [3, 2048], oul g
€ [3, 2048], padding
€ [valid, same), stride € {1, 2}
f. ing, € [1, 4096], out,, € [1, 4096]

5.2 Multi-Layer Delay Prediction Model

In this section, we conduct a comprehensive study on the multi-layer delay prediction model of the
convolutional and the fully connected layer. The interpretable parameter vector X of the multi-layer
delay prediction model includes the number of layers, the sum of floating-point operations, memory
footprint and parameter scales. In order to perform multi-layer predictive analysis, first generate a
DNN model of any number of layers, and generate a characteristic parameter combination, execute
on IoT devices with different computing capabilities to obtain the execution delay Y in the case of
any number of layers and different parameter configurations. After obtaining the [X, Y] data pair,
establish the correlation model of equipment capabilities, task characteristics and execution delay,
study a variety of common predictive models to fit multi-layer input data and execution delay, and
mine a variety of characteristic parameters and execution mapping relationship between delays. The
coefficient of determination R?, mean squared error (MSE) and mean absolute percentage error
(MAPE) are used as the evaluation indicators of the accuracy of the prediction model. Also, study the
linear regression (LR), RANdom SAmple Consensus regression (RANSAC), kernel ridge regression
(KRR), k-nearest neighbor (KNN), decision tree (DT), support vector machine (SVM), random forest
(RF), AdaBoostADA, gradient boosted regression trees (GBRT) and artificial neural network (ANN)
models.

Compared with the convolutional layer, the fully connected layer has a shorter execution time,
fewer parameters and a small number of layers. For example, the AlexNet model only contains three
fully connected layers, and the ResNet model only contains one fully connected layer. We prove
through experiments that the error of the sum of the overall execution delay and the individual
execution delay of the fully connected layer is less than 2%. Therefore, we only study the single-layer
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prediction model executed by the fully connected layer on different devices, and compare the prediction
performance of different prediction models on the fully connected layer. From Tab. 3, it can be seen
that a variety of prediction models can predict fully connected execution delay of the layer. For the
convolutional layer, due to the many types of input feature parameters, the wider configuration range,
the number of execution layers and the complex coupling relationship between feature parameters, the
delay prediction is relatively increased. Adding the ANN prediction model, because the neural network
can effectively obtain the nonlinear relationship and has strong generalization and fitting ability, and
can obtain an approximate actual model without assuming the mapping relationship between the
feature variable and the result.

Table 3: Comparative performance of different algorithms for single-layer

Algorithm Parameter
R MSE MAPE

LR 0.999221 0.000295 0.043131
RANSAC 0.998915 0.000293 0.036892
KRR 0.962820 0.002878 0.579788
KNN 0.997838 0.000334 0.041826
DT 0.998446 0.000349 0.048217
SVM 28.632466 0.091143 17.990913
RF 0.998723 0.000333 0.047756
ADA 0.990998 0.001435 0.262618
GBRT 0.998865 0.000297 0.040126

Taking Raspberry Pi 3B as an example, Tab. 4 compares the performance of different multi-layer
delay prediction models for the convolutional layer. It can be seen from Tab. 4 that, the performance
of the three prediction models of RF, GBRT and ANN is better than other models. For example,
compared with the RANSAC model and the ADA model, the MAPE index of the ANN model is
reduced by 43% and 81%, respectively. The experiment in Section 6 further verify the accuracy of
these three multi-layer prediction models.

Table 4: Performance comparison of the algorithms for conv multi-layer

Algorithm Parameter
R MSE MAPE

LR 0.884172 0.164958 0.294132
RANSAC 0.878270 0.174933 0.215770
KRR 0.872121 0.182157 0.269433
KNN 0.947610 0.119536 0.139216
DT 0.930440 0.131583 0.144607
SVM 0.919145 0.158629 0.318136

(Continued)
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Table 4: Continued
Algorithm Parameter
R MSE MAPE
RF 0.965833 0.103031 0.119834
ADA 0.950137 0.169817 0.633392
GBRT 0.969417 0.102545 0.155241
ANN 0.973797 0.092394 0.123457

5.3 DNN Task Splitting Strategy Based on Evolutionary Reinforcement Learning
1) Description

Reinforcement learning (RL) is an effective machine learning algorithm for decision making.
Agents can observe the state of the environment and learn which behaviors can obtain better returns.
At each time step ¢, the agent observes the current environment state s,, and chooses a behavior «,
according to the strategy m € (a,|s,). The instantaneous profit r, is obtained after the execution
of the behavior, and the state transition is performed according to the state transition probability
environment, and the state is adjusted to s, + 1. The goal of the agent is to obtain the optimal strategy

T

to maximize the cumulative discounted income R, = > y'r(s,,a,), and the discount factor is y'.

=0
Strategy learning is based on the behavior value function, which is defined as the expected value of the
cumulative discounted income that each state behavior can obtain, and is calculated as:

O(s,a) =E [Z y'ris.=s, a,= a} )

The goal of reinforcement learning is to find the optimal strategy to maximize the behavior value,
which can be expressed as 7* = ™ Q" (s, a).

Deep reinforcement learning (DRL) [38] is proposed to solve the curse of dimensionality. DRL
uses a DNN to approximate the Q function Q(s,,a,) ~ QC(s,a,|0), where 0 represents the model
parameters of the neural network. Deep Q-network (DQN) is a typical DRL method [39]. DQN
stores the experience tuples in the experience pool, each time a batch of samples are randomly selected
from the experience pool for training, and then the parameter 6 is updated to minimize the loss
function. However, the DQN method based on back propagation cannot be optimized for a long
time, and it is difficult to learn the optimal behavior when the reward is sparse (a series of behaviors
can be used to obtain benefits). In addition, in the face of high-dimensional action and state spaces,
efficient exploration is still a key challenge that needs to be solved urgently. In this case, there is
a challenge of difficulty in convergence. In summary, DQN is a traditional DRL algorithm which
faces important challenges such as sparse rewards, lack of effective exploration, and difficulty in
convergence. Therefore, traditional DRL algorithms (such as DQN) cannot be directly applied to solve
the IoT-CDI problem, because the problem behavior is decomposed into continuous sub-behaviors,
there are problems such as sparse rewards and huge behavior state space, and convergence is very
difficult. For this reason, the evolutionary ERL algorithm [40] is proposed to realize the DNN splitting
and collaborative inference among heterogeneous devices.
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2) DNN Task Splitting Strategy Based On ERL

From the perspective of DRL, the device used to determine the DNN splitting strategy is modeled
as an agent. In order to reduce the dimensions of the state and behavior space, the DNN split task
is decomposed into hierarchical sequence subtasks, and each layer is treated as a subtask. In each
decision-making, you only need to select the appropriate execution equipment for each layer of the
model. The behaviors of each layer obtain the overall behavior set, and perform DNN task splitting
and collaborative inference according to the behavior set. The DNN task execution delay is used as
the benefit to measure the performance of the behavior set. First define the basic elements of the state,
behavior, and return of the problem.

1) State. At each time ¢, the state s, contains 5 parts:
1) f, represents the current number of layers;
i) com, represents the current network status, that is, the communication rate

i) ¢, ={c,, s, ..., Cy ) represents the capability of each IoT device;

w) [, ={l, L..., ly,} represents the cumulative delay required for each IoT device to
complete the pre-allocated subtask;

v) e, = {e.,, €x, - - ., €y,} Tepresents the inferred delay caused by the execution of the current

subtask assigned to each IoT device. From the above description, we can see that s, = (f,,
com,, ¢, 1,, e,), The state dimension is 3N + 2.
2) Behavior. ¢, means to select a device from N [oT devices to perform the current subtask.
3) Revenue. If the current subtask is the last one, the revenue is the overall inferred delay of the
DNN task (for the data flow situation, the revenue is the maximum value of the delay required
for each IoT device to perform its own task), otherwise the revenue is zero.

The DRL algorithm based on back propagation is difficult to obtain the optimal strategy for
this problem, because this problem faces challenges such as sparse rewards and difficult exploration.
Compared with the traditional DRL method, the ERL integrates the population-based method in the
natural evolution strategy, which makes diversified exploration possible, and uses fitness indicators to
learn and generate better offspring, so that multiple strategies can be effectively explored, and continue
to evolve towards high returns.

The ERL process is as follows: Apply evolution to the candidate sample population, and
continuously generate new offspring by increasing the random deviation. By performing the selection
operation, the offspring with a higher fitness value have more chances to retain and produce new
offspring. The higher the fitness value, the better the performance, and the next generation by the
selection operation will provide better performance. In this article, each sample represents a set of
parameters of the neural network, and the random deviation added to the offspring represents random
disturbance to the weight of the neural network.

The overall algorithm flow is shown in Algorithm 1.

Algorithm 1: ERL DNN algorithm

Input: random weight 6 of behavior value function Q, parent weight 6, number of children C, learning
rate n;

Output: Parent weight 67,

1: for episode : =1,2,...E do

2: Initialize state s

3: For i in range C do

(Continued)
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Algorithm 1: Continued

4:0' = 0" + noise

5: Select the behavior ¢’ and observe the revenue 7

6: Calculate the average return r and calculate the gain of each offspring g =ri — 7

C
70 =6"+nx > g x0O

i=1
8: End for
9: End for

In Algorithm 1, the parameters are initialized at the beginning. Then describe how to update
the neural network during training. Specifically, the parent neural network generates C child neural
networks by perturbing the parameters of the neural network, and evaluates the income value obtained
by each child during each iteration, that is, the fitness value. If a child has a higher fitness value, then
the child is selected with a higher probability and the offspring is generated. Calculate the gain value
of each child by normalizing the difference between the income value obtained by each child and the
average income value of all children. Update the parameters of the parent neural network according
to the gain value g of C children (steps 3~9).

6 Proposed Framework

The overall process diagram of the IoT-CDI framework is shown in Fig. 6, which includes two
stages of offline training and online execution. The offline stage generates a multi-layer delay predic-
tion model and completes the training process of the ERL algorithm. The online stage dynamically
determines the split location and based on the system state. Task allocation, multiple devices cooperate
to perform DNN tasks together. The topological structure of different DNN tasks is different, the
calculation amount of each layer and the amount of intermediate data transmission generated are
different, network status changes directly affect the data transmission delay, and the heterogeneity
of equipment capabilities significantly affects the calculation delay. So it needs to be based on these
dynamic factors, automatically adjust the DNN task splitting and allocation strategy to effectively
reduce the inference delay. The IoT-CDI framework can determine the split location of the DNN
model and the task assignment of each device according to the current system status, including
communication status, device capabilities, and DNN task requirements, and realize distributed and
collaborative DNN task inference among heterogeneous devices. It deploys a master device (IoT device
or gateway) to manage and control the entire process.

6.1 Offline Training Phase

In this stage, the training of multi-layer delay prediction model and ERL split strategy training are
mainly carried out. For the two types of convolutional and fully connected layer, the delay prediction
model under the condition of arbitrary multi-layer different parameter configurations is described,
which allows accurate evaluation of the actual execution delay of the inference task without executing
the DNN task. Due to different layer types, layer parameter configurations and the number of layers
will have obvious delay differences. So build different layer types of prediction models (convolutional
layer and fully connected layer), change the number of layers and each layer parameter of each layer
type configure, use these parameters to determine the calculation scale and data transmission scale, and
analyze the impact of different device capabilities on execution delay when the parameter configuration
is the same. Real measurement data of parameter configuration, equipment capability and execution
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delay are obtained through experiments, and the prediction model training is carried out based on the
data. A variety of common prediction models, involving regression, k-nearest neighbors, decision trees,
combination and artificial neural network models and other types of models are analyzed. Through
experiments, it is found that there are fewer types of parameters in the fully connected layer, and the
prediction is relatively simple, and many models can obtain accurate prediction performance. The
convolutional layer has many parameter types and complex configurations, so the performance of the
prediction model with strong generalization and nonlinear fitting capabilities is more accurate. It is
worth noting that, by mapping the model parameters to the calculation and transmission scale and
analyzing the impact of different device capabilities on the execution delay, the proposed prediction
model is independent of the DNN model and related to the device capabilities and can be adapted to
heterogeneous devices. When the DNN model structure and parameters change, it can quickly obtain
accurate execution delay based on the prediction model, avoiding additional execution overhead.
Based on the generated multi-layer delay prediction model, the ERL algorithm is trained in order
to obtain the approximate optimal DNN task splitting and collaborative inference strategy when
the DNN model, network status and device capabilities dynamically change. The status information
of the ERL model includes model parameters, number of layers, communication status, and device
capabilities. The behavior strategy is to determine the execution equipment of each layer of the DNN
model. After training 2,000 times to reach convergence, the ERL model after training is stored on the
main device, and then the best split strategy is determined based on the input system state.
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Figure 6: Proposed framework

6.2 Online Execution Phase

This stage includes three steps: 1) The system profiler obtains the current system status, including
DNN inference tasks, current communication status and device capabilities, etc.; 2) This information
is fed back to the decision maker, and it uses offline training to complete the completed multi-layer
delay prediction model evaluates the inference delay of each candidate decision, and uses the ERL split
model that is also trained in the offline phase to obtain the optimal split strategy to achieve DNN
inference acceleration and device resources among heterogeneous multiple devices. 3) Each device
executes its assigned tasks according to the split strategy.

IoT devices need to communicate with each other to transmit commands and data. In order to
effectively identify the device, each IoT device needs to register an IP address. After knowing the DNN
task splitting and allocation strategy, maintain each device’s own IP processing table, which records
the inference tasks assigned to it and the predecessor and successor nodes of its own task. The master
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device maintains the overall IP processing table, which records the execution tasks of each device. Once
the system status changes, for example, the communication rate changes or new equipment joins or
exits, it will trigger the adjustment of the split strategy, and the master node will update the record.
Then the master node distributes the updated information of the IP processing table to all devices, and
each device modifies its own IP processing table according to the updated information.

The DNN inference process is executed according to the IP processing table. An IoT device will
receive the input data required for calculation from the predecessor device, and send the generated
output result to the successor device after completing the assigned task. In order to realize the above
process, the remote procedure call (RPC) is deployed to realize the interaction between devices, which
can communicate and transmit data between two devices. Taking the VGG model as an example,
suppose that device 1 implement the 1~5 layers of the VGG model, and its successor device implements
the 6-10 layers of the VGG model for device 2. After device 1 completes the assigned number of layers,
it sends the generated output result to the subsequent device 2, and the two devices jointly execute
the DNN tasks according to the strategy. When the environment status changes, adjust the split and
allocation strategy according to the ERL algorithm. For example, device 1 executes layer 1~7, device
2 executes layer 8~10, you need to update the IP processing table of each device, modify the allocation
task and the predecessor and successor node.

7 Experimental Verification

We use real experiments to verify the proposed IoT-CDI framework. First, it is proved that
the proposed multi-layer delay prediction model is accurate. Then, compared with the benchmark
algorithm, it is found that the proposed ERL method can significantly reduce the inference delay and
realize the acceleration of inference. In addition, we also evaluate the influence of factors such as
communication status and the number of devices on the performance of the experiment.

7.1 Experimental Setup

1) Device type. Three types of Raspberry Pi devices are used as heterogeneous loT devices, namely
Raspberry Pi 2B, Raspberry Pi 3B and Raspberry Pi 3B+, using Raspbian GNU/Linux10
buster operating system. Different models of Raspberry Pi have different computing capa-
bilities, providing differentiated inference performance. The specifications of different models
of Raspberry Pi are shown in Tab. 5. In order to perform DNN tasks on the Raspberry Pi, we
install basic software and platforms such as Python 3.7.3, Keras 2.2.4 and Tensorflow 1.13.1.

Table 5: Configuration of Raspberry Pi

Device
Raspberry Pi 2B Raspberry Pi 3B Raspberry Pi 3B+
CPU 900 MHz Quad Core 1.2 MHz Quad Core 1.4 MHZ Quad Core
ARM Cortex-A7 ARM Cortex-AS53 ARM Cortex-AS3
Broadem BCM2836 Broadem BCM2837 Broadem BCM2837B0
64 bit 64 bit 64 bit

Memory RAM size 1 GB 1 GB 1 GB
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2) DNN model. Five common DNN models are used, namely AlextNet, DarkNet, NiN,
ResNet18 and VGG16. The VGG16 represents the long DNN model (with more layers),
and AlexNet represents the short DNN model (with fewer layers). The AlexNet model and
the ResNet18 model are less computationally intensive, while the VGG16 model and the NiN
model are more computationally intensive. The type of calculation is relatively large, but
the communication volume of the VGG16 model is relatively small, and the communication
volume of the NiN model is relatively large.

3) Communication method. The average transmission rate between [oT devices is used to simulate
different wireless networks. The experiment sets up 3 kinds of network environments, 3G
network, WiFi and 4G network, the transmission rate is 1.1, 18.88 and 5.85 Mbps respectively.

4) Benchmark algorithms. We consider four comparison algorithms. The device-execution (DE)
algorithm refers to the execution of DNN tasks only on the local device that generates the task.
The maximum-execution (ME) algorithm refers to assigning DNN tasks to computing the
most capable equipment. The equal-execution (EE) algorithm refers to the equal distribution
of DNN tasks to all available devices. The classic shortest path Dijkstra algorithm obtains
the shortest execution delay from the first to the last layer of the DNN model, and uses a
single-layer prediction model to determine the weight of each edge, which is represented as
short-execution (SE). The DE algorithm is used here as a benchmark and the proposed ERL
algorithm is evaluated accordingly.

7.2 Forecast Model Accuracy

Delay prediction data set: For the two layer types of convolutional and fully connected layer,
different parameter ranges are set respectively. The layer parameters and parameter ranges are shown
in Tab. 2. Various configurable parameter sets are generated through random combination, and
the configuration parameters are converted for floating-point operations, memory footprint and
parameter scales and other related interpretable variables. Then, obtain the execution delay of three
models of Raspberry Pi devices under different parameter settings, and determine the parameter
settings and execution of the convolutional layer and the fully connected layer real time delay
measurement data set. For multi-layer delay prediction, the multi-layer parameter configuration is
generated according to the actual principles of DNN model. The number of layers’ ranges from 1
to 40. The parameter configuration of each layer is converted into an explainable variable, and the
accumulated explanatory variable is obtained by adding layer by layer, and through the tree execution
of Raspberry Pi gets multiple inference delays. Based on the multi-layer parameter configuration and
inferred delay data set obtained by real measurement, a variety of common prediction models are
trained, and the convolutional layer and the fully connected layer are respectively predicted. The
prediction performance of different prediction models is shown in Tabs. 3 and 4.

The following verifies the accuracy of the multi-layer delay prediction model of the convolutional
layer. Take VGG16 and AlexNet as examples, as shown in Figs. 7 and &, respectively, the histogram
represents the actual execution delay of the experimental measurement. For example, when the abscissa
is 7, it means that the delay required to execute the first seven layers of the VGG16 model is 6.08 s.
The line graph shows the prediction performance of different prediction models, and the MAPE is
used as the evaluation index. It can be seen from Figs. 7 and § that, the three prediction models of
RF, GBRT and ANN can accurately predict the inference delay of any number of layers, and the
average percentage error of the prediction results of any layer of the three models is less than 4%.
The main reason for accurate prediction is to accurately describe the model parameters that can
affect the inference delay, and map these parameters into explanatory variables such as calculation
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scale and communication scale. The above three prediction models have good hierarchical fitting
and generalization capabilities, and can effectively obtain the complex nonlinear relationship between
feature variables and delay. In addition, further consider the impact of equipment capabilities on the
inference delay, and obtain each type of equipment. The real data set of parameter configuration and
execution delay, and the prediction model training for each device, so as to accurately predict the
inferred delay of various devices under different parameter settings.
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Figure 7: Comparison of latency and accuracy using VGG16
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Figure 8: Comparison of latency and accuracy using AlexNet

7.3 Performance Comparison

1) DNN split. Fig. 9 shows different splitting strategies of three typical DNN models. It can be
seen from Fig. 9 that, the DNN splitting strategy varies with the change of the DNN model
and the number of devices. The VGG16 model has a large amount of calculation and a small
amount of data transmission, so it tends to use more [oT devices to obtain better performance.
The NiN model has a large amount of calculation and data transmission and excessive
communication overhead cause performance degradation. Therefore, the NiN model tends
to adopt fewer devices to cooperate to reduce the communication overhead. The ResNet18
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model has a small amount of calculation, and it is necessary to consider whether the reduced
computational overhead of collaborative inference can offset the increased communication
overhead. Therefore, the split strategy of the ResNet18 model needs to weigh the computational
gain and communication overhead. From this, it can be concluded that the DNN splitting
strategy needs to be adaptively adjusted according to the characteristics of the DNN model
and the environmental state.

2) Delayed acceleration. We compared the delay acceleration of five algorithms for different DNN
models, set the number of devices to three, and the communication mode to WiFi. It can be
seen from Fig. 10 that, compared with the DE, ME, EE and SE algorithms, our proposed ERL
algorithm has different degrees of improvement.
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Figure 9: Partitioning comparison of algorithms
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Figure 10: Comparison of latency of the proposed and existing algorithms for different neural networks
models

As the computing demand increases, the performance improvement becomes more obvious. For
example, the VGG16 model uses the ERL algorithm and the delay acceleration is about twice that of
the DE algorithm. Mainly because of the limited resources of IoT devices, the performance of separate
execution is poor when the amount of calculation is large, and the demand for DNN task splitting is
stronger. However, when the amount of data transmission is large, the higher communication delay
caused by DNN task splitting will seriously reduce the advantage of cooperative execution, so the
delay acceleration is not obvious in the NiN model.
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Since a single IoT device cannot bear the heavy computational burden, the performance of
DE and ME algorithms are not ideal. Although the EE algorithm can benefit from collaborative
inference, the average decision is not the optimal split strategy. Due to the inaccuracy of single-layer
prediction, the performance of SE algorithm is not ideal. The proposed ERL algorithm can effectively
balance the computational and communication costs, make full use of the heterogeneous capabilities
of the device, and can achieve better DNN inference acceleration.

7.4 Adaptability to Environmental Conditions

1) Influence of communication status. This experiment evaluates the influence of communication
status on delay acceleration. Under 3G, 4G and WiFi communication conditions, the perfor-
mance of the five algorithms is compared with the VGG16 model as an example, as shown
in Fig. 11. It is worth noting that, when the communication rate increases, the performance
of the proposed ERL algorithm improves more significantly than the benchmark algorithms.
When using a 3G network, the communication conditions are poor, and the computational gain
generated by the cooperative execution is difficult to offset the communication cost generated
by the data transmission. Therefore, the performance of VGG16 model EE algorithm is lower
than DE algorithm. When using a 4G network, the delay acceleration of the ERL algorithm
is 2.07 times that of the DE algorithm. When using WiFi for communication, the latency is
increased to 2.36 times. The main reason is that, when the communication conditions are good,
the data transmission delay required for DNN splitting is reduced, so the cooperative execution
advantage is more obvious.

2.5
CDE Ea ME 22 EE =3 SE 3 ERL =
__ 77 |
20F
[="
=1
3 L5t
[="
3
)
g
2 10
ok
0.5F
0.0 =5 e
4G WiFi
Networks

Figure 11: Comparison of latency of various communication networks of the schemes

In order to further verify that the proposed ERL algorithm can adapt to various communication
states, the communication rate is set from 1 to 20 Mbps, and the VGG16 model is taken as an example
to compare the delay acceleration performance of the different algorithms. Through experiments,
it is found that, the performance of the proposed ERL algorithm is optimal at any communication
rate, and it is inferred that the delay is reduced by more than two times. It can be seen from Fig. 12
that with the increase of communication rate, the delay acceleration becomes more obvious. This is
because, the increase of communication rate can effectively reduce the communication cost caused by
splitting, thereby reducing the overall execution delay. The DE, ME and EE algorithms cannot adjust
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the split strategy according to the network status, so as the communication rate increases, the delay
acceleration performance improvement is not obvious. The proposed ERL and the SE algorithms
can effectively balance the communication and calculation overhead according to the current network
state, thereby achieving significant inference acceleration as the communication rate increases, and
effectively reducing the inference delay of the DNN task.
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Figure 12: Latency vs. data rate of comparison of the proposed and existing schemes

2) Influence of the number of equipment. We deploy different numbers of [oT devices to evaluate
the performance of five algorithms. Taking the NiN model as an example, it can be seen
from Fig. 13 that, the proposed ERL algorithm has the best performance in terms of delay
acceleration. When the number of devices is 2, 3, and 4, the delay acceleration of the proposed
algorithm is 1.81 times, 1.98 times and 5.28 times that of the EE algorithm, respectively.
Since the communication cost of the NiN model cannot be ignored, the EE algorithm cannot
flexibly adjust the split strategy, and it is difficult to effectively weigh the calculation and
communication cost. The proposed ERL algorithm can intelligently determine the splitting
strategy to obtain the approximate optimal performance.

7.5 Complexity Analysis

Fig. 14 compares the computational complexity of the proposed and existing algorithms. It can
be seen from Fig. 14 that, the complexity of all the algorithms increases with increasing the number of
neurons in the layer. However, the complexity of the proposed algorithm is lower than all algorithms
which makes it practicable and effective in the [oT-DNN deployment. As a result, the proposed
algorithm outperforms the typical neural network in terms of complexity optimization.
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8 Discussion

1) Equipment heterogeneity. The experiment uses different models of Raspberry Pi devices to
reflect the heterogeneity of the device. The performance differences of the three models of
Raspberry Pi are shown in Tab. 4. Five DNN models, including AlexNet and DarkNet, are
run on the three models of Raspberry Pi. Experiments of the measurement data are shown in
Fig. 2. Through experiments, it can be seen that, there are obvious performance differences
between the three types of equipment, which can reflect the heterogeneity of equipment. In the
follow-up, we will consider various types of devices such as Raspberry Pi, mobile phones and
wearable devices, and analyze the differences. The performance difference of different types
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of equipment, the fine-grained modeling of equipment capabilities, on this basis, the study of
cooperative inference issues between multiple types of equipment.

2) The number of equipment. The capacity of a single IoT device is insufficient, and the
cooperative execution of multiple devices can effectively reduce the inference delay. However,
increasing the number of cooperative devices will reduce the computational delay and increase
the communication delay overhead. In order to prevent communication bottlenecks, the
number of devices for cooperatively executing the DNN model will not be too much. From
Fig. 9, it can be found that, for DNN models with a large amount of data transmission (such
as the NiN model), even if there are more available devices, they tend to use a few devices. Even
if the DNN model (such as the VGG16 model) with a small amount of data transmission and a
large amount of calculation, the number of cooperative execution devices will not be too much.

3) The practicality of the IoT-CDI framework. The IoT-CDI framework mainly solves two prob-
lems: 1) Aiming at the problem that the error of the existing single-layer prediction method can-
not be ignored, a fine-grained multi-layer prediction method is designed, which can accurately
evaluate the inference delay of any layer DNN task. ii) For equipment capabilities, the DNN
task characteristics and dynamic changes in network status and heterogeneous conditions, an
intelligent decision-making algorithm based on reinforcement learning is adopted. In order
to overcome problems such as sparse returns and convergence difficulties, the evolutionary
reinforcement learning is used to quickly obtain splitting strategies. The proposed IoT-CDI
framework uses a data-driven approach to achieve accurate predictive analysis and real-time
intelligent decision-making. However, compared with traditional methods, there are more
obvious system overhead (requires storage models), scalability, and online adjustment. Future
work will focus on the practicality of the framework to solve the problems existing in actual
deployment to improve the feasibility.

9 Conclusion

This paper proposes a novel [oT-CDI framework for IoT devices to collaborate and perform DNN
tasks. According to the DNN task requirements and device capabilities, a variety of factors, such
as power and network status, realize real-time adaptive DNN task collaboration inference among
heterogeneous IoT devices. Specifically, a multi-layer delay prediction model with different layer
types, parameter configurations and device capabilities is proposed, which can accurately predict the
inference delay of DNN tasks in different split situations. In addition, an intelligent DNN task splitting
and collaborative inference algorithm based on evolutionary reinforcement learning is proposed,
which can obtain an approximate optimal strategy in the case of heterogeneous and dynamic changes
in device capabilities, network status, and task requirements. The experimental results show that, the
proposed algorithm can effectively balance the communication and the calculation delay, make full
use of the computing power of the equipment, and significantly reduce the DNN inference delay. In
the future, we will further study the optimal value of cooperation equipment required by different
DNN models. When the number of equipment is sufficient, the number of cooperation equipment
can be adaptively adjusted according to the DNN task requirements to achieve the optimal inference
acceleration. Future work is to address the challenges such as the scenario when the number of IoT
devices is enormous and the inference delay is variable and latency is accumulating.
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