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Abstract: This study presents a novel method to detect the medical application
based on Quantum Computing (QC) and a few Machine Learning (ML)
systems. QC has a primary advantage i.e., it uses the impact of quantum
parallelism to provide the consequences of prime factorization issue in a
matter of seconds. So, this model is suggested for medical application only
by recent researchers. A novel strategy i.e., Quantum Kernel Method (QKM)
is proposed in this paper for data prediction. In this QKM process, Linear
Tunicate Swarm Algorithm (LTSA), the optimization technique is used to
calculate the loss function initially and is aimed at medical data. The output
of optimization is either 0 or 1 i.e., odd or even in QC. From this output
value, the data is identified according to the class. Meanwhile, the method
also reduces time, saves cost and improves the efficiency by feature selection
process i.e., Filter method. After the features are extracted, QKM is deployed
as a classification model, while the loss function is minimized by LTSA.
The motivation of the minimal objective is to remain faster. However, some
computations can be performed more efficiently by the proposed model. In
testing, the test data was evaluated by minimal loss function. The outcomes
were assessed in terms of accuracy, computational time, and so on. For this,
databases like Lymphography, Dermatology, and Arrhythmia were used.
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1 Introduction

ML has numerous strategies to investigate or perform prediction analysis of big data in medical
field. These ML approaches recognize the patterns in huge volumes of datasets “without being
expressly modified to perform that task” [1]. ML approaches have been broadly used in analysing
the medical data in order to help the medical specialists [2]. For most of the part, huge sized
medical databases contain different sorts of features or measurements. The dimensionality of this
huge data set can seriously impact different parts of the examination measure. It can build the learning
framework on time during both training and deployment stages [3]. Then, it might cause the “scourge
of dimensionality” issue.

In medical datasets, every dataset contains numerous features which makes it difficult at the
time of classification [4]. The search for high accuracy and rapid classification models have always
been the top priority in CAD frameworks which is managed through significant development and
analysis in terms of patient recuperation. Each occurrence, utilized in a classification task, is addressed
with a few mathematical or categorical features [5]. There are diverse classification methods used
since classification influences the applications in a significant manner, [6,7]. To accomplish high
classification accuracy, by any of the classifiers, it is important to select an efficient feature set through
feature selection method that can denote an occasion [8,9]. For most of the most part, the filter
approaches are autonomous of learning induction algorithm [10]. The channels evaluate a pertinence
record for every feature to quantify the importance of a feature for the objective. At this point, every
rank gets featured based on its significance files and the search is performed as indicated based on
positions or dependent on some factual standards [11,12].

As of late, Kernel methods attract a lot of interest these days, owing to its force of grouping the
data based on the correlation between two input variables or in terms of feature set space [13–15].
Kernels can likewise be connected to a number of ML models in order to improve data classification
accuracy of the model. After feature selection, Quantum-motivated algorithms are implemented
as a part of developmental algorithm based on QC literature [16,17] that details about coherence,
interference, standing waves and so on. The ideas and standards of quantum mechanics have been
utilized in these algorithms to overcome the failure of conventional algorithms [18]. The current
research paper introduces Quantum Kernel method to improve classification accuracy along with
optimization algorithms. The manipulative and explorative characteristics of the search algorithms
assist them in arriving at optimal solutions [19]. Most of the search algorithms are necessary to proceed
to further steps and accomplish the optimal result at less execution time.

Main Contributions of the Paper: In this paper, medical data applications are analysed by means
of data classification and feature selection techniques. A filter approach is implemented to resolve the
problem of feature selection in medical dataset classification. For classification, QKM is presented
in which the parameters are optimized or tuned by LTSA. The quality of the proposed QKM_LTSA
model was analysed and compared against the existing models. Based on the outcomes, the supremacy
of the proposed method is established.

Rest of the paper is organized as follows. After the introduction section, a review of recent
research works related to medical applications along with ML algorithms is explained in Section 2
with their advantages and disadvantages. Section 2.1 depicts the motivation behind QC in medical
data application, Section 3 explains the proposed methodology for data classification as normal and
abnormal and the algorithm steps are detailed in the subsections. Section 4 demonstrates the result of
simulation modelling and finally, the conclusion is discussed in Section 5 with future scope.



CMC, 2022, vol.71, no.3 5443

2 Literature Review

Harb et al. 2014, [20] proposed a filter as well as Particle Swarm Optimization (PSO) technique
with wrapper approach as a feature selection technique. The implemented technique was different
from another feature selection technique i.e., Genetic approach. Both the calculations were made using
three datasets. The results demonstrate that the subset of the element got classified by the proposed
PSO, while five classifiers were involved in the process. The outcomes showed improvement in terms
of accuracy of classification.

In 2020, Soula et al. [21] depicted a novel incremental classifier to overcome the issues related to
group strategies. The model is designed to deal with the issues identified in Kernel Support Vector
Machines (KSVM) and data spread. Essentially, when a Kernel SVM is implemented in a steady
fashion, the novel data becomes accessible after few minutes. This method can handle huge and
dynamic data viably and reduce the execution time [22]. A binary encoding system was proposed by Li
et al, in which the model does not require the clients to have space information on CNN. At that point,
another model is proposed upon the quantum carried on developing technique to ensure the adequacy
of the advanced structures in CNN. At long last, the algorithm exhibited excellent classification
accuracy when applied in few benchmark datasets, when applied in DL framework in general. The
experimental analysis demonstrated that the method accomplished the preferred classification and
outperformed other conventional techniques.

In 2020, Pilario et al. [23] made use of kernel methods than other approaches. Every issue was
examined with regards to their significance and how it was addressed during that time by different
analysts. In 2018, Zhang et al. [24] proposed a multiple-layer multiple-kernel learning algorithm based
deep learning with DL capability in order to locate the arranged set of kernels. The implemented
model refreshed the kernel network weights by advancing a measurement that depends upon the
exhibition of learned kernels with SVM classifier. The set up was similar to that of the deep neural
network of training system. The model was subjected to medical application issue yet, it accomplished
better outcomes than the previously-available methods [25]. A total of three quantum-motivated
meta-heuristic procedure was proposed by Dey et al. 2020. A correlation was achieved between
the quanta-enriched algorithms and their coherent conventional algorithms. The effectiveness of
quantum-motivated method was tested and compared with traditional partners in terms of mean,
fitness and classification errors. Further, the study also considered numerical functions as well as
algorithm execution time.

2.1 Motivation of Quantum Kernel Method in Medical Data Classification

ML system-based medical applications regularly lag behind in terms of accuracy when it comes
to unstructured medical data or image classes. Further, the power attributable to the accompanying
important challenges also become high.

� There is a need to develop training dataset to train the algorithm appropriately. Since the
medical data investigators are unavailable and even if available, they are costly, the connected
sores are not adequately accessible in the data sets.
� The prerequisites for high computational accuracy and memory system requirements for
broad training of deep learning systems are costly and challenging to accomplish.
� In medical data classification, neural network structures regularly experience the ill effects of
over fitting and moderate convergence issues. These challenges consequently need tremendous
endeavours so as to provide suitable tuning for the hyper parameters of the hidden design.
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Neural network-based medical data classification overcomes the issue of unavailability of
reliable data.

In order to overcome the challenges discussed above, QC i.e., Quantum Kernel classifier is
utilized with optimization algorithm in order to improve the data classification accuracy. The primary
advantage in utilizing QC in medical data application is that the impact of quantum parallelism is high
with regards to post-optimization issues in less time. This characteristic reduces the computational time
and minimizes the loss function.

3 Proposed Methodology

The proposed model is aimed at distinguishing the medical dataset into two classes and to improve
the classification accuracy by implementing Quantum Kernel function and Linear Tunicate Swarm
Algorithm (LTSA). Each dataset has a number of attributes from which some specific attributes (it
specifies the type of disease) are used in the classification of data. The steps involved in medical data
classification are as follows.

� Medical Dataset-University of California, Irvine (UCI) Database
� Feature Selection-Filter Method
� Data Classification-QKM
� Loss Function Optimization-LTSA

Fig. 1 demonstrates the workflow of the proposed medical data classification model. A novel
technique named Quantum Kernel Method (QKM) is proposed for data prediction. This QKM
process initially calculates the loss function, aimed at medical data, by optimization technique i.e.,
Linear Tunicate Swarm Algorithm (LTSA) used. The output of optimization is either 0 or 1 i.e., odd
or even in QC. From this output value, the data is detected according to the class i.e., normal and
abnormal.

Figure 1: Block diagram of medical data classification model using QKM
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3.1 Feature Selection: Filter Approach (IMBO-CFS)

Feature selection is a method to reduce the number of input variables, when building up a prescient
model. Filter-based feature selection methods utilize factual measures to score the correlation or rely
between input variables that can be filtered to select the most appropriate features. The correlation
between two input data or variables can be assessed by utilizing the equation (Pearson coefficient)
given below.

rxy =
∑n

i=1(xi − x̄)(yi − ȳ)√∑n

i=1 (xi − x̄)
2
√∑n

i=1 (yi − ȳ)
2

(1)

Here, x and y denote the input data. Similar to most of the feature selection procedures, CFS
(Correlation-based Feature Selection) utilizes a search algorithm along with a capacity to assess the
value of feature subsets. Here, one optimization algorithm is utilized as a filter with CFS as a fitness
function. In this work, IMBO (Improve Monarch Butterfly Optimization) is proposed as a channel
whereas CFS is used as a fitness function. CFS measures the applicability of each feature to predict the
class label along with the degree of inter correlation among them. This occurs based on the assumption
that good feature subsets tend to contain features that are highly related (prescient of) with the class,
yet uncorrelated with (not prescient of) one another.

Monarch Butterfly (MB) is a metaheuristic algorithm which is developed on the basis of
movement pattern of Monarch Butterflies [26]. The relocation pattern of MB is decoded as follows:
(I) A ruler butterfly stays in either Land 1 or Land 2, (ii) Each youngster ruler butterfly is created as
an individual by the movement administrator from MB in Land 1 or in Land 2, (iii) if the recently-
produced MB has better fitness value on the contrary to its parent, then it gets supplanted by its parent.
Therefore, the populace range remains unaltered and the butterflies with better fitness move towards
the future. They remain unchanged by other administrators. Further, this cannot be disintegrated with
the addition of generations. A general MB is improved by random value selection i.e., the value is
selected based on the updated velocity of Particle Swarm Optimization (PSO) algorithm in Eq. (4)
and those steps are detailed as given herewith.

MB optimizer is initialized with ‘n’ number of population in land 1 as well as land 2; here, the
position of every monarch butterfly represents the given feature set combination and the fitness is
evaluated according to the correlation value of each data variable (position of each MB).

Fitness function = max(rxy) (2)

The position of the MB is updated by two operations namely, migration operation and adjustment
of the butterfly operator. The MB in land one and land two are named as Sub-population one and two.
In this study, the features are initialized as subpopulation one and subpopulation two. The migration
procedure, followed by these butterflies, is defined below.

X t+1
i,k = X t

r1,k (3)

where X t+1
i,k signifies the Kth element of Xi at t + 1 round that denotes the position of butterfly i, and

X t
r1,k denotes the Kth element of new round position. Here, r is a random number which is determined

as follows.

r = rand ∗ period (4)
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On the contrary, if r > p, the Kth element of new generation position is determined using the
Eq. (5):

X t+1
i,j = X t

r2.k (5)

where X t
r2.k means Kth element of Xr2 at t generation of butterfly r2 and P indicates the ratio of

monarch butterfly in land 1. Then, the butterfly adjustment operator intends to create a balance
between the migration of land 1 and land 2 by varying the P value. If the value of P is high, it is
implied that the number of butterflies chosen from land 1 exceeds land 2 and vice versa.

The position of butterfly can be adjusted based on the generated rand ≤ P. The position of the
butterflies is updated as given herewith.

X t+1
j.k = X t

best.k (6)

where X t+1
j.k signifies the Kth element of Xj at t + 1 generation that expresses the j place of butterfly,

and X t
best.k implies the Kth element of Xbest at present generation t in both L_1 and L_2. At this point,

when rand > P, afterwards, it can be upgraded using the formula given below.

X t+1
i,j = X t

r3.k (7)

On the other hand, when rand > BAR, the optimal position can be updated using Eq. (8):

X t+1
j.k = X t+1

j.k + α∗(dxk − 0.5) (8)

Here, BAR represents the modification rate of butterflies and dx defines the walk step of j
butterflies. This is determined with the help of Lévy flight as given below.

(Dx = Le′vy(X t
j ) (9)

α in Eq. (8) means the weighted factor that can be defined as follows:

α = Smax = t2 (10)

where Smax determines the maximum length of butterflies that walk in single step and t denotes the
current generation.

IMBO algorithm is derived by replacing the random value in Eq. (4) and by updating the velocity
in PSO algorithm as explained in Eq. (11). From the general form of PSO, for one particle, its velocity
vector value is refreshed based on Gbest and Pbest values. The equation for refreshing or updating the
velocity of the particles in PSO is given as follows.

vi(t + 1) = vi(t) + b1rand(Pbest(t) − ri(t)) + b1rand(Gbest(t) − ri(t)) (11)

where, Vi symbolizes the particle velocity, ri symbolizes the current particle, rand defines a random
number between (0, 1) and b1, b2 denote the learning factors usually. b1 = b2 = 2. If r > ρ, then the
element t in the newly-created MB gets delineated as follows.

f G+1
i,t = f G

r2,t (12)

From Eq. (1), f G+1
i,t explains the tth element of fi at generation G + 1 that introduces the position

of MBi f G
r1,t indicates the tth element of fr1 i.e., the newly-generated position of MB r1. The current

generation process is G. The term r 1 is randomly chosen MB from subpopulation 1. By using
IMBO algorithm, the optimal features are selected from the medical dataset which in turn reduces the
complexity of classification process. A diagrammatic representation of IMBO procedure is depicted
in Fig. 2.
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Figure 2: Flowchart of IMBO algorithm

3.2 Proposed Quantum Kernel Method for Medical Data Classification

Once the features are extracted from this filter (IMBO-CFS), QKM is utilized as a data classifica-
tion model. This model classifies the data as either normal or abnormal with minimized loss function.
The purpose of this minimal objective is to increase the speed so as to perform some computations
more effectively in the proposed model. The best-selected features are then fed to a quantum circuit
by Quantum Kernel Method [14].

3.2.1 Quantum Kernel Method (QKM)

Quantum kernel function system is productively utilized to build the hyperplane condition, which
calculates the loss function, aimed at metaheuristic algorithm-based optimization. Linear kernel
function is denoted as follows.

K(y, yi) = y.yi (13)



5448 CMC, 2022, vol.71, no.3

The equation given below explains the decision surface of hyper plane.
M∑

i=1

αifi.K(y, yi) = 0 (14)

The vector, drawn from the input space is denoted by y in dimension p0′35αi p0, αi defines the
Lagrange coefficient, fi describes the target output and K(y, yi) symbolizes the product of two vectors
induced with the input pattern xi and feature space is denoted by the input vector x pertaining to ith

example.

Lagrange multiplier is denoted by {αi}. The dual objective function U(α) is still quadratic in α,
but non-linearity modifies the quadratic form.

min{U(α)} = min

{
1
2

M∑
i=1

fifjK(yi, yj)αiαj −
M∑
i=1

αi

}
(15)

M∑
i=1

αi.fi = 0 (16)

With the help of LTSA optimization, the optimum values (linear weight vector) of Lagrange
multipliers are calculated and updated during every iteration.

3.2.2 Loss Function Optimization-Proposed LTSA Model

A function can be minimized or maximized based on the accuracy or any specific parameters.
In this due course of the process, optimization approach plays a vital role. Here, QKM calculates the
loss function which can be optimized or minimized by a search algorithm i.e., Linear Tunicate Swarm
Algorithm.

Tunicate Swarm Algorithm: It has the capacity to identify the area where food is available, in
ocean. In current research work, two characteristics of tunicate are utilized to detect the food source
such as

� Jet propulsion
� Swarm intelligence

Tunicate must fulfil three stages in a specific manner in order to avoid the conflicts between search
agents, must stay close to the best search agent, move to the position of best search agent and reduce
the conflicts between search agents. The swarm conducts a fresh inquiry about the best solution and
the specialists to achieve this [26].

Linear TSA: Linear-TSA utilizes a reference set as a swap to generate the random numbers and
it was applied in Random-TSA. At first, the medical data sequence from UCI database is chosen as a
reference set. Here, another molecule is removed consecutively from the reference set. Random-TSA
generates a random number to initiate the population and calculate the velocity. In order to evaluate
a new search agent position, the best search agent value is utilized.

Stage 1: Avoiding the conflicts among search agents
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The vector A→ corresponds to ‘d’ to evaluate the new search agent position so that the conflicts
can be avoided between search agents (i.e., other tunicates). This phenomenon is shown in Fig. 3.

A→ = G→M→ (17)

G→ = c2 + c3 − F→ (18)

F→ = 2 · c1 (19)

Figure 3: Tunicate behaviour: stage 1

Here, G→ indicates the gravity force, F→ explains the advection of water flow in Deep Ocean. The
parameters c1, c2, and c3 are random numbers in the range of [0, 1]. M→ is a social force between the
search agents. The vector M→ is evaluated as follows:

M→ = �Pmin + c1 · Pmax − Pmin� (20)

where, Pmin and Pmax indicate the subordinate and initial speeds to create social interaction. The
values of Pmin and Pmax are considered to be 1 and 4, respectively.

Stage 2: Movement towards the direction of best neighbour

After the stage ‘avoiding conflict among neighbouring search agents’, the tunicate search agents
(data) move to the optimal neighbour as explained in Fig. 4.

PD→ = |FS→−rand · Pp(x)| (21)

The parameter PD→ indicates the distance between the search agent and food source, i.e., tunicate.
The current cycle is denoted by x whereas FS→ indicates the position of food source, i.e., optimum.
The position of tunicate is denoted using a vector Pp(x) and rand is a random number in the range of
0 to 1.
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Figure 4: Tunicate behaviour: stage 2

Stage 3: Converge to optimal search agent

In this scenario, the optimal search agent moves the position towards the food source (i.e., food
source) as depicted in Fig. 5.

Figure 5: Tunicate behaviour: stage 3

Pp(x) = {→ + A→ · PD, if rand ≥ 0.5FS→ − A→ · PD, (22)

if rand < 0.5, Pp(x′) . The position of tunicate is updated here, based on the location of food source,
FS→.

Stage 4: Swarm Intelligence

Generally, two optimal solutions are stored and the place of other search agents is updated. The
swarm behaviour of tunicate is updated based on the following equation.

P→p(x + 1) = Pp(x) + P→p(x + 1)2 + c1 (23)

Eq. (20) updates the position of search agents in line with P→p(x). The final position should be
in a random place in order to be numerically simulated. The steps are repeated until minimal loss
function is achieved.

The optimization output remains either 0 or 1 i.e., odd or even in QC. Based on this output value,
the data is detected according to the class. The flowchart of LTSA is shown in Fig. 6.
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Figure 6: Flowchart of LTSA

3.3 Allocation of Optimal Solution

With the application of QKM in LTSA algorithm, medical data was classified as either normal
or abnormal from UCI datasets. The most accurate medical data classification was achieved for three
datasets used in the study such as Lymphography, Dermatology and Arrhythmia. Finally, maximum
accuracy and minimal loss function were also attained by the proposed QKM-LTSA algorithm.

4 Performance Validation

The proposed QKM-LTSA model was implemented in MATLAB 2016a with an i5 processor and
4GB RAM. From UCI machine learning repository, the datasets such as Lymphography, Dermatology
and Arrhythmia were retrieved out of which various medical data were considered for classification
process. Three databases were used in the study. The proposed model was implemented, validated and
compared with other conventional feature selection and classifier systems for its supremacy under
different performance metrics.
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4.1 Dataset Description

For the proposed medical data classification process, three medical datasets sourced from UCI
machine learning repository were used. The details of the dataset is given in Tab. 1. Following is the
descriptions of the datasets.:

Table 1: Dataset specifications

Dataset Number of
instances

Number of
attributes

Attribute
characteristics

Missing values Class

Lymphography 148 18 Categorical No 2
Dermatology 366 33 Categorical and

integer
Yes 2

Arrhythmia 452 279 Categorical,
integer and real

Yes 2

1) Lymphography Dataset: Lymphography is one of the three domains allotted by Oncology
Institute and it has consistently appeared in ML literature.

2) Dermatology Dataset: Dermatology dataset consists of 34 attributes. From this, one is nominal
and other 33 are linear esteemed. One of the challenges in this database is that for differential
determination, an illness may show the features of one more sickness toward the early stage
whereas it may include the trademark features at later stages. Initially, the patients were
categorized based on 12 features. Then, skin tests were conducted to assess 22 histopathological
features. Histopathological assessments were balanced by the evaluation of every sample, under
a micro-instrument.

3) Arrhythmia Dataset: Arrhythmia dataset consists of 279 attributes. In this database, 73 are
nominal and 206 are linear. One of the 16 groups are characterized by absence and presence of
heart arrhythmia.

4.2 Results and Discussion

The simulation outcomes of feature selection algorithms such as CFS (without optimization), CFS
with Fruit Fly Optimization (CFS-FFO), and the proposed CFS-IMBO algorithm are shown in the
table given below. For different set of features in UCI dataset, the accuracy of different algorithms like
CFS, CFS-FFO and proposed CFS-IMBO are shown in Fig. 7. These algorithms were utilized and
the accuracy was calculated and rated based on its features. The accuracy was analysed for different
feature sets in the range of 10 to 60. When compared to other feature selection algorithms, correlation-
based IMBO model achieved high accuracy on Lymphography dataset.

Tab. 2 shows the results of medical data classification by the proposed QKM-LTSA model.
Usually, quantum kernel methods classify the high-dimension linear feature data from non-linear
feature data. Due to this characteristic, QKM is used in medical data classification which provides
highly accurate results. The outcome demonstrates that Lymphography database accomplished 97.34%
accuracy, 95.56% sensitivity, 92.22% specificity, 86.22% precision and 84.66% F-measure. Moreover,
the proposed technique achieved similar results in other two databases (dermatology, and Arrhythmia)
which are shown in Tab. 2.
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Figure 7: Accuracy of feature selection

Table 2: Data classification results for QKM-LTSA model

Database Accuracy (%) Sensitivity (%) Specificity Precision (%) F-Measure (%)

Lymphography 97.34 95.56 92.223 86.22 84.66
Dermatology 98.16 98.55 91.2 85.22 81.22
Arrhythmia 97.55 94.55 88.89 84.66 82.3

The results of the performance measures’ analysis attained by the proposed QKM-based LTSA
and existing classification models are shown in Figs. 8–10 for all three datasets. The proposed model
was compared with QKM, SVM-FOA, Hybrid Kernel SVM and Multi Kernel SVM models. The
measures considered for data classification process were sensitivity, specificity, accuracy, f-measure
and precision. The results for these measures are shown in Figs. 8–10 for the datasets, Lymphography,
Dermatology and Arrhythmia respectively. For Lymphography dataset, the accuracy measure of
QKM-LTSA was 98.84, QKM was 92.2, SVM-FOA, hybrid kernel SVM was 77.49 and multi-kernel
was 88.92. For Dermatology dataset, the accuracy measure of QKM-LTSA is 98.84, QKM is 92.2,
SVM-FOA is, hybrid kernel SVM is 77.49 and multi-kernel is 88.92.

Figure 8: Performance measures for lymphography dataset
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Figure 9: Performance measures for dermatology dataset

Figure 10: Performance measures for arrhythmia dataset

The time taken for classifying the medical data, based on the selected features, is illustrated as a
line graph in Fig. 11. The time taken for executing ML algorithms was also analysed i.e., hybrid SVM,
Multi-Kernel SVM, SVM-FOA and the proposed QKM-LTSA. From the analysis, it was found that
the proposed classifier took minimum time to classify the medical data.
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Figure 11: Execution time analysis of classification algorithms

5 Conclusion

The current research paper explained the importance of QC in medical data classification and
the effectiveness of the proposed classifier. One of the challenges faced during data classification is
the scrutiny of the best features from numerous attributes present in UCI database. The current study
considered three medical datasets for medical data classification in order to find out the data as either
normal or abnormal. At first, the data was made to undergo optimal feature selection process by
the proposed IMBO with CFS filter approach. The simulation analysis found out that the proposed
IMBO with CFS feature selection method performed well compared to existing methods; it selected
optimal features with minimum computational cost requirement to resolve medical data classification
problems. Then, based on the selected features, the data was classified as normal or abnormal by the
proposed Quantum-inspired KM with LTSA optimization. The performance of the proposed QKM-
LTSA model was measured in terms of few measures such as sensitivity, specificity and accuracy. The
results showed that QKM-LTSA achieved the maximum value and minimum loss function. Finally,
it can be concluded that the QC-based medical data classification model obtained promising results
than other techniques. In future, the study can be extended to include new measures for medical data
values and to remove the missing values by new imputation approach, classification, and prediction.
Future contributions will concentrate on developing novel and hybrid optimization algorithms with
filter methods for feature selection and medical data classification.
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