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Abstract: Diabetes Mellitus is one of the most severe diseases, and many
studies have been conducted to anticipate diabetes. This research aimed
to develop an intelligent mobile application based on machine learning to
determine the diabetic, pre-diabetic, or non-diabetic without the assistance of
any physician or medical tests. This study’s methodology was classified into
two the Diabetes Prediction Approach and the Proposed System Architecture
Design. The Diabetes Prediction Approach uses a novel approach, Light
Gradient Boosting Machine (LightGBM), to ensure a faster diagnosis. The
Proposed System Architecture Design has been combined into seven modules;
the Answering Question Module is a natural language processing Chabot
that can answer all kinds of questions related to diabetes. The Doctor Con-
sultation Module ensures free treatment related to diabetes. In this research,
90% accuracy was obtained by performing K-fold cross-validation on top of
the K nearest neighbor’s algorithm (KNN) & LightGBM. To evaluate the
model’s performance, Receiver Operating Characteristics (ROC) Curve and
Area under the ROC Curve (AUC) were applied with a value of 0.948 and
0.936, respectively. This manuscript presents some exploratory data analysis,
including a correlation matrix and survey report. Moreover, the proposed
solution can be adjustable in the daily activities of a diabetic patient.

Keywords: Machine learning; diabetes-prediction; support vector machine
(SVM); LightGBM; eHealth; ROC-AUC

This work is licensed under a Creative Commons Attribution 4.0 International License,
@ @ which permits unrestricted use, distribution, and reproduction in any medium, provided

the original work is properly cited.


http://dx.doi.org/10.32604/cmc.2022.024822
mailto:saalmakdi@nu.edu.sa

1714 CMC, 2022, vol.72, no.1

1 Introduction

Information has become the basis for more substantial business and innovations. The more data
we have, the more we can organize ourselves optimally to produce the best results in diagnosing diseases
in the healthcare sector. Various big data outlets in the healthcare sector include hospital reports,
patient medical records, medical test outcomes, and applications of the Internet of Things (IoT). Large
databases can be found in the healthcare industry; these databases might contain structured, semi-
structured, or unstructured data [1]. Big data analytics is the method that analyzes enormous sets
of data and exposes hidden data, hidden patterns to discover meaningful insight from the data. In
recent years, Diabetic Mellitus (DM) has been a highly serious disorder. This is a Non-Communicable
Disease (NCB), and numerous individuals are experiencing it. According to statistics in [2], from 2017,
about 425 million individuals have diabetes. Diabetes causes between 2—5 million people to lose their
lives each year. This is said to grow to 629 million by 2045 [2]. The shocking fact is almost one in ten
adults in developing countries conveys diabetes.

Around 83 perent of people in developing countries are uninformed about their blood glucose
levels, and they never search for diabetes most of the time. According to World Health Organization
(WHO), deaths reached almost 5.09 percent of the developing countries, including Bangladesh, in
diabetes, published data in 2017. Diabetes Mellitus (DM) refers to Type-1, Type-2, and Type-3
gestational diabetes. This type of diabetes is caused by the body’s inability to create enough insulin,
necessitating insulin injections. Non-Insulin-Dependent Diabetes Mellitus (NIDDM), or Type-2
Diabetes Mellitus, is a type of diabetes that is not dependent on insulin. This type of diabetes arises
when body cells are unable to utilize insulin effectively. A spike characterizes type 3 gestational diabetes
in blood sugar in pregnant women who do not have diabetes. This type of diabetes develops more
quickly. Long-term problems are linked to diabetes mellitus. Diabetes are at a higher risk of developing
a variety of health problems.

Recently, the computational approach [3] is being widely used in the healthcare sector. Predictive
Analysis is a collection of machine learning algorithms, data mining techniques, and statistical method-
ologies for uncovering insights and forecasting future occurrences based on current and historical data.
By applying predictive analytics to healthcare data, important decisions and predictions can be made.
Predictive Analysis aims to accurately diagnose diseases, improve patient care, optimize resources,
and improve clinical outcomes [2]. Machine learning is one of the most important aspects of artificial
intelligence because it allows computers to learn from past experiences without being programmed
[4,5]. Machine learning’s realistic implementations drive business outcomes that can significantly
impact the bottom line of a corporation. New techniques are increasingly emerging in the field and
have extended Machine learning to almost limitless possibilities [0,7]. As of now, to detect diabetes,
fasting blood glucose and the laboratory tests oral glucose tolerance. However, this procedure takes a
long time.

According to [¢], the android application has become increasingly popular in recent years. 62.3%
of people across the world use mobile data and Wi-Fi. Besides, it is noted that when the design methods
used in computers and humans are incorporated during the life cycle into the software development
process, the projects developed are more successful, better quality, and more user-friendly.

In the last few years, there have been many systems that have been proposed to monitor diabetic
patients. So, monitoring systems offer several advantages for diabetic patients, such as the quality of
life of diabetic patients has improved, and the number of hospitalized diabetic patients has reduced [9].
Thus, the main goal of this app is for health-related issues, especially diabetes diseases using modern
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computation such as machine learning and android application. We have provided multiple packages
in this research, and there are three contributions found in this proposed research:

e Firstly, this research has shown a novel technique for predicting diabetes through which it is
possible to get very fast and promising accuracy, especially for diabetes prediction. While the
LightGBM algorithm employs two innovative approaches named Gradient-Based One-Side
Sampling (GOSS) and Exclusive Feature Bundling (EFB), which allow the algorithm to run
faster while retaining excellent accuracy, we have classified it as a Novel technique.

e Secondly, the machine learning model has been integrated into an android application and
shown the pipeline of model deployment separately, which will serve as a benchmark in the
research community. This research shows a functional overview of how to connect the Machine
Learning Model with Android Application details.

e Finally, before developing the mobile application for diabetes prediction, a survey was con-
ducted online. Various suggestions have been taken from the users, especially for people with
diabetes.

The paper is divided into five sections that are all interconnected. The results of the literature
search and reviews and related debates are presented in section two. Section three shows the overall
research methodology and proposed system analysis. Section four presents the result of the discussions.
Finally, section five depicts the manuscript’s conclusion.

2 Literature Reviews, Search and Discussion

This section is divided into three interconnected components: Literature Search Strategy, Litera-
ture Selection Criteria, and Literature Review. In this research, papers have been collected to review
literature from all the databases, and the overall search strategy technique has been shown in the
Literature Search Strategy section. The literature Selection Criteria section shows how to select related
papers based on the selection criteria after collecting the article from the database. Finally, in the
Literature Review part, the Literature Review is written in-depth based on the selected articles.

2.1 Literature Search Strategy

We have explored several electronic databases from 2010 to November 2020. IEEE Xplore,
PubMed, National Center for Biotechnology Information (NCBI), Springer, Google Scholar, and
Elsevier have been applied to recognize similar published research papers.

Following the steps in ‘An organized method to documenting a search strategy for publishing’, an
instigated literature search approach was established [10]. Moreover, after the preliminary identifica-
tion, each paper is scanned by following the Exclusion and Exclusion criteria. The suggested research’s
complete search and selection process is shown in Fig. 1.

2.2 Literature Selection Criteria

Based on the following principal criteria, we have initialized our selection criteria for receiving
a research article and have retrieved only those papers that meet the following requirements. Some
criteria have been set for literature selection because everyone downloads papers randomly while
reviewing literature and working there. In this way, the literature review section can be made much
more substantial, making the quality of the paper much effective.



1716 CMC, 2022, vol.72, no.1

Additional records

identified other
records

n=0)

Records identified
the searching of
database
(n=102)

e e,
Records of after
duplicate removed
(n =90)

[ Screening ] [Idantiﬁcatian]

-
q Record Excluded

4 P without reason
(n=178) (n=12)

f Ne—
e —T
Full text articles for Eulltaxt articles

eligibility with
cligibiity " ———{ 80

\ (n = 50) )

Paper taken for
literature review
(n=14)

[ Included ] [ Eligibility ]

Figure 1: Block diagram of literature search & selection strategy of the proposed research

Inclusion Criteria

1. The research paper must be required to be a conference paper or journal article.

2. Machine learning-based model or program intended solely for diabetes purposes must be
included in the research paper.

3. Each research study’s goal must concentrate on diagnosing or screening patients with diabetes
through Machine learning methods or a solution based on mobile applications.

4. The time frame for each scientific manuscript is 2010 to 30 November 2020.

Exclusion Criteria

1. Any research work that carried out as a preprint, early works, or not peer-reviewed.

2. Any comparative studies.

3. Editorials, Review Papers or Research Letters.

4. Inthe domain of diabetes prediction, no method based on machine learning has been discussed.

2.3 Literature Review

The paper “Usability Pitfalls of Diabetes mHealth Apps for the Elderly” [1 1] shows that increasing
the usability of an app in a number of categories changes a small percentage of the total number.
The paper [12] entitled is “Mobile Applications for Diabetes Self-Management: Status and Potential”
provides an overview of smartphone technology and health apps. For the prediction of diabetes, the
article [13] offered ANN, Random Forest (RF), and K-means approaches. The ANN technique gave
the best accuracy of 75.7 percent and can help medical professionals with care decisions.

[14] Shows a model for predicting diabetes using classification algorithms. The algorithms Naive
Bayes, Support Vector Machine (SVM), and Decision Tree (DT) have been proposed to complete the
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research. Performance evaluations on various measures as well as comparative analysis based on the
accuracy of different models have been illustrated and finally achieved 76.30% accuracy through the
Naive Bayes algorithm. Another study [15] has been Ensemble approaches used to conduct towards
Diabetes Prediction. The Bagging approach accurately categorized 95.59 percent of diabetes forms,
while Decorate accurately categorized 98.53 percent.

The authors of this study [1 6] concentrate on developing a predictive model for diabetes prediction
by applying Machine Learning (ML) algorithms and techniques of data quarrying. They have
demonstrated the pipeline of diabetic prediction through the use of Boosting approach with various
traditional ML algorithms and have increased the accuracy of classification algorithms. The paper [17]
focused on developing risk assessment of diabetes among some individuals about their daily life and
family history. A machine learning mechanism is adopted to train and validate the proposed model.
In the paper [18], the authors utilized the Logistic Regression model to assess the risk of diabetes upon
p-value and odds ratio. Four classifiers had been taken to predict the risk of diabetes.

The paper[19] aimed to implement an intelligent mHealth application based on an ML mechanism
to predict diabetes and classify it into three categories: diabetes, prediabetes, and non-diabetes. The
paper [20] had reflected on the execution of a scheme to analyze diabetes infection utilizing different
types of ML algorithms.

These reviewed articles had only focused on the established model to predict diabetes disease,
but no mechanisms to build a mobile application for diabetes patients had been proposed. This
proposed study’s key idea and motivation are to design a system that ensures the computer system and
general people interaction by deploying the machine learning model into the Android Application and
quickly predicted diabetes. Additionally, a table has been interpreted in this section to demonstrate the
literature review summary that is illustrated in Tab. 1.

Table 1: Summary of the Literature Review

Paper reference Model Accomplishment  Strength Limitation
[11] mHealth Apps for Increasing the System usability -
the Elderly usability
[12] - Taken an survey on Extracted -
commercial information about
applications diabetes
available on the self-management
apple app Store
[13] ANN, RF, Accurately The strength of this Dataset is
K-means approach predicted diabetes paper is combining considerably
with 75.7% the neural network minimal and
accuracy approach for advance

predicting diabetes preprocessing
techniques are
missing.

(Continued)
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Paper reference Model Accomplishment  Strength Limitation
[14] Naive Bayes, DT,  Predicting diabetes Performance The authors
SVM with the accuracy  evaluations on have not applied
of 76.30% various measures  the advance
as well as algorithm in
comparative order to predict
analysis based on  the diabetes.
the accuracy of
different models
have been
illustrated
[15] Ensemble The Bagging Applying the Proper
algorithms, e.g., approach bagging methods  preprocessing
bagging accurately and model
categorized 95.59% evaluation are
of diabetes forms, required
while decorate
accurately
categorized
98.53%.
[16] ML algorithms Demonstrated the Increased the The authors
and data quarrying pipeline of diabetic accuracy of have not
prediction through classification discussed any
the use of boosting algorithms novel
approach with techniques or
various traditional customized the
ML algorithms. traditional
algorithms in
order to classify
the diabetes
issues.
[17] Machine learning  Train and validate Proper validation  Hyper
mechanism the proposed has been carried parameter
model accurately  out optimization is
and achieved a required to
satisfactory select the best
accuracy. parameter
[18] Logistic Regression Assess the risk of  Four classifiers had -

diabetes upon
p-value and odd
ration

been taken to
predict the risk of
diabetes.

(Continued)
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Paper reference

Model Accomplishment

Strength

Limitation

[19]

[20]

Predict diabetes
and classify it into
three categories:
diabetes,
prediabetes, and
non-diabetes

ML mechanism

ML mechanism Classify different

type of diabetes

This research has
been integrated
mobile application
to diagnosis the
diabetes

Applying various
algorithms to
assess the
performance and
diagnosis the
diabetes disorder

Proper
validation and
increasing the
dataset are
required to
make a robust
model.
Dataset is
certainly
minimal and
evaluation of
the model are
required

extensively.

3 Methodology of the Proposed System

This section’s methodology is divided into the Diabetes Prediction Approach and System Architec-
ture Design. The Diabetes Prediction Approach part shows how the algorithm accomplishes diabetes
prediction, and the overall system architecture design is described in the System Architecture Design
section. Fig. 2 provides the number of algorithms used in this manuscript and the corresponding model
architecture. In this proposed study, a mobile application has been developed for diabetes users to
identify the possibility of diabetes through this application. This mobile application has a Health
Module component, where the machine learning mechanism is integrated and analyzed to predict
the probability of diabetes based on some interconnected parameters.

3.1 Diabetes Prediction Approach

The Diabetes Prediction Approach has been classified into four segments, to illustrate, Exper-
imental Setup, Data Preprocessing, Algorithm Selection, and Model Deployment. The dataset has
been used in this proposed research, which is explained in the Research Dataset Section. The data
preprocessing pipeline is shown in detail in the Data Preprocessing section. All the machine learning
algorithms used in this research are described in the Algorithm Selection. Finally, a model is deployed
and communicates with a mobile application, explained in the model deployment part. There are
many reasons to use various machine learning algorithms in this research, and there are specific
algorithms that are frequently used for this particular work beforehand. Those who conduct research
will quickly understand all these soft computing’s performance in this type of work; then, there will
be no problem during the model selection. Using this soft computing, we received an idea about
algorithms’ computational cost while creating the model. Model selection is an essential issue during
Disease Detection in the research community. It will be straightforward to select the model by looking
at the interpretations of different types of algorithms.
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Figure 2: Algorithms and the corresponding model deployment

3.1.1 Research Dataset

The National Institute of Diabetes and Digestive and Kidney Diseases provided this data. The
goal of the dataset is to use particular diagnostic metrics in the dataset to diagnose whether a patient
has diabetes. Several other online portals from which a wide variety of datasets are commonly available
such as Kaggle and UCL Machine Learning Repository are very popular. The goal of the National
Institute of Diabetes and Digestive and Kidney Diseases (NIDDK)’s is to enhance people’s wellbeing
and excellence of life by undertaking and promoting medical studies and research training, as well
as disseminating science-based knowledge on diabetes and other endocrine and metabolic diseases;
digestive diseases, dietary disorders, obesity, kidney, urologic, and hematologic diseases. Since the
information from NIDDK is very authentic, we have taken the dataset from this particular place
because since this research has been carried out on essential issues like diabetes, accurate and authentic
information is essential. The more authentic the information, the better the research quality and all
the researchers worldwide will be able to believe our research’s messages.

The selection of these examples from a larger database was subjected to a number of restrictions.
All of the patients at this clinic are Pima Indian women who are at least 21 years old. Pima Indians in
Arizona had the highest prevalence of type 2 diabetes (NIDDM) in the world in 1993. Scientists from
the National Institutes of Health (NIH) studied this phenomenon for over 30 years. The majority of
findings of the NIH suggest that both acquired (environmental) and genetic factors play a critical
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role in the development of type 2 diabetes (NIDDM) in this population. Disease complications in
this group are disruptive or fatal, and further research into the causes and prevention of disease will
be beneficial. There are various medical predictor factors in the dataset, as well as a target variable,
Outcome. The predictor variables combine the patient’s number of pregnancies, BMI, insulin levels,
age, etc. We have collected the dataset from the Kaggle [21]. Tab. 2 shows the attribute of the proposed
research dataset.

Table 2: Attribute of the proposed research dataset

Pregnancies Glucose Blood pressure Skin thickness Insulin BMI Age Outcome
6 148 72 35 0 33.6 50 1
1 85 66 29 0 26.6 31 0
8 183 64 0 0 23.3 32 1
1 89 66 23 94 28.1 21 0
0 137 40 35 168 43.1 33 1

3.1.2 Data Preprocessing

Data Preprocessing is divided into three sections, to illustrate, Data Cleaning, Data Transfor-
mation, and Data Reduction. Data preprocessing is essential in any data mining process because it
directly affects the project’s success rate. If there are attributes, attribute values, noise or outliers, and
redundant or missing data, it is called data impurity. The presence of any of these will degrade the
quality of the results. There can be several irrelevant and missing components of the results. Data
cleaning is done to handle this portion. It includes taking missing data, noisy information, etc. The
Data Transformation phase is kept in place to transform the data into formats that are acceptable
for mining. This process combines Normalization, Attribute Selection, Discretization, and Concept
Hierarchy Generation. When dealing with a large volume of data, analysis becomes more complicated
when the data dimension is high. To get rid of this, the method of data reduction is used. It aims to
increase the efficiency of storage and decrease the cost of data storage and analysis. Fig. 3 shows the
missing value in our dataset when retrieved online and the disappeared value stage after the clean
dataset was created at the end of preprocessing. So, data processing criteria have been accomplished
through the discussed approaches.

3.1.3 Algorithm Selection

Several classification algorithms of machine learning have been applied in the Diabetes Prediction
Approach part. This section has highlighted the SVM, KNN, and Light GBM algorithm because they
work well for this dataset. Thus, we have illustrated the mathematical interpretation of these algorithms
in the following subsections.

(a) Support-vector Machines (SVM): In machine learning, SVMs are supervised learning
models with related learning algorithms that examine classification and regression analysis
data. A support vector machine generates a group of hyperplanes in an infinite or high-
dimensional space to build the classifier. The hyperplanes also can be used for regression and
other tasks, such as spotting outliers. Support vectors are the vectors or cases that contract the



1722 CMC, 2022, vol.72, no.1

hyperplanes. Fig. 4 shows the linear SVM and its mathematical explanations. From this figure,
we can illustrate that any hyperplane can be written as:

eX4+b=0 (1)

Missing Values (count & %) Missing Values (count & %)
]

" \

g%-a N, & %
\ “% \ \""«

E ¥ ¥ & &g ¥ ¥
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(a)

Figure 3: (a) The combination of missing values before data preprocessing (b) The combination of
clean data after preprocessing

T2

Figure 4: Hyperplanes with a maximum margin and SVM margins for samples of two classes trained

Here, w is the (not necessarily normalized) average vector to the hyperplane. The “margin” is
the area or region bordered by these two hyperplanes, and the maximum margin hyperplane is the
hyperplane that lies halfway between them. These hyperplanes can be defined by equations using a
normalized or standardized dataset.

Plus-plane = w-X+b =0

Minus-plane = w-Xx —b =0
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So, we can write the width or the margin of the two hyperplanes for data classification can be
written as the following equations:

-

width = 2)

abs( W)

Radial Basis Function (RBF) Kernel Support Vector Machine (SVM):

The SVM has been shown to be effective on both linear and nonlinear data. The radial base
function was introduced with this approach to categorizing nonlinear data. The kernel function is
crucial for putting information into the function space [22]. For example, if we plot more than one
variable in a typical scatter plot, in many cases, that plot cannot separate two or more data classes.
The kernel of SVM is a unique sort of approach for converting lower-dimensional input into higher-
dimensional space and distinguishing between classes. Linear kernels, polynomial kernels, and radial
basis function kernels are some of the types of SVM kernels accessible. The radial basis function is
also a kind of non-linear function. This function is the most popular function of the support vector
machine. This kernel can map any input to infinite-dimensional space.

202

The Radial basis function (RBF) kernel is another name for a Gaussian function. In Fig. 4, the
input space divided by feature map (). By applying Eq. (1), we get:

K(x;, x,) =exp (_M) (3)

fX) = Zayk( X) +b )

By applymg Eqg. (3)1in (4), we get a new function, where N represents the trained data.
|
X b 5
Fx) = Za,y,exp( - )+ )

(b) Light Gradient Boosting Machine (LightGBM) Algorithm

We employ the concept of [23] verdict trees to transfer a function, for example, from the input
space X to the gradient space G. It is believed that a training set with instances like x1, X2, and up
to xn is used, with each element being a vector of s dimensions in the space X. All negative gradients
of a loss function about the output model are denoted as g1, g2, and up to gn in each repetition of a
gradient boosting. The decision tree separates each node at the most revealing feature, giving rise to
the greatest evidence gain.

Y = Base_tree (X)-—Ir* Treel (X)-—rr* Tree 2(X) — Ir* Tree (X)

Explanation, Let O represent a training dataset on a fixed node of a decision tree, and the variance
gain of splitting measure j at a point d for a node is defined as:

2 2
Vie(d) = 1 (Z“ €°‘1<t”g) + (Z(‘ e0"/>d’g)
" B Ny 1|o(d) r\O(d)

where n, = Zl[xi € O, m(d) = lez € O0:xij <d]and 1 (d) = Zl[xi € O0: xij > d].
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Gradient One-Sided Sample, or GOSS, uses every case with a more significant gradient and
performs random sampling on the many instances with small gradients. For each node of the Decision
tree, the training dataset is represented by the notation O. The variance gain of j, or the dividing
measure at node position d, is given by:

(Z(xiEO)ﬁxij ddg,)2 (Z<X1€01Xi>j)gi)2
n,(d) m(d)

1
Vuo(d) = n_

Where,
A={x,ed:x;<d},A, ={x,€ed:x;, > d}

1—a

b

B ={x;e B:x;<d},B, ={x;, € B: x; > d}, and the coefficient 1s used to normalise the

sum of the gradients over B back to the size of A€

(c) K-nearest Neighbors Algorithm (KNN): The K Nearest Neighbor (KNN) said that the K-
nearest neighbor of the unseen data point would find the K-nearest neighbor for a given K
algorithm value and then allocate the class to the unspecified data point by making the class
with the maximum number of individual points out of all K neighbor classes [24].

Finally, with the uppermost possibility, the input x is allocated to the class.

dx.x) = = X 4 (6, — 30’ (6)
. 1 i .
P<y=f|X=x>=E§1(y“=/) M

(d) Hyperparameters Tuning: Random search (RS) is a strategy for finding the optimal solution for
a created model by using random combinations of hyperparameters. GridSearchCV, which calculates
all potential combinations, is generally faster and more accurate than RS. We indicate the number of
combinations we want with Random Grid. The following parameters have been tuned for the case of
LightGBM:

Learning rate: The learning rate specifies how much each tree affects the final result. GBM works
by starting with an initial estimate and updating it with each tree’s output. The learning parameter
controls the magnitude of this change in estimates.

N estimators: N estimators are the number of trees that have been estimated (or rounds), num
leaves: the total number of leaves in the tree; the default is 31. Minimum child samples: the smallest
number of data samples in a single leaf. Minimum child weight: smallest sum hessian in one leaf
that has been used to deal with over-fitting. Subsample: choose a portion of data at random without
resampling, maximum depth: It specifies the tree’s maximum depth. This parameter is used to deal
with overfitting in models. Colsample_bytree: if colsample bytree is less than 1.0, LightGBM will
randomly select parts of features on each iteration. Light GBM, for example, will select 80 percent of
features before training each tree if we set it to 0.8. Regularization (reg alpha) and regularization (reg
lambda) were tuned properly.

Early stopping rounds: This parameter made our analysis go faster. If one metric of one validation
data does not improve in the last early stopping round rounds, the model will cease training. Excessive
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iterations will be reduced as a result of this. On the other hand, for the case of knn, the best parameters
obtained: {'’knn__n_neighbors’: 18}.

3.2 Model Deployment

Machine Learning is a branch of Al that allows machines to learn, discover, and predict outcomes
without the need for human interaction [25]. In numerous fields, machine learning has been applied
and currently actively serves to make mobile apps. Tensorflow lite, which is continually changing,
has produced new and exciting features for their mobile apps, simple for mobile developers. Robust
machine learning mobile applications can exploit great business models and perform complex tasks
such as face recognition or automated image captioning, all in actual time and without Internet access
[26]. This research has come across a REST API called Retrofit. Java API, i.e., Retrofit, will send and
receive a response from Python API. In this research, Retrofit is adopted as a Java API because it
is easy enough to use. The most significant benefit is that it allows API calls as quickly as the Java
method calls for everyone. As a result, developers have more flexibility in defining URLSs to hit and
determining request/response type parameters as Java classes. Retrofit made networking in Android
applications a lot simpler. It includes various capabilities that help us to reduce boilerplate code in
our application and easily consume web services, such as adding custom headers and request types,
file uploads, simulating replies. However, details on how to integrate with Android apps by deploying
machine learning models are shown in the Model Deployment section and shown in Fig. 5, along with
diagrams.

- | Ul Component
=
o A
= \ 4
b ‘ HTTP API Service ‘
H'I'I'PI(Rest) ﬁ
E lapiltrain lapi/predict
-
=]
@ | Model Training Model.pkl Model Prediction
|

Figure 5: Architectural diagram for deploying machine learning model into mobile apps

Model Creation for Machine Learning includes a pipeline that begins with data collection,
exploratory data analysis (EDA) and goes to the real world for model implementation. The model
has been deployed in Heroku using the services of Flask Restplus. We used Heroku Server because it
provides a free plan to learn and get started [27]. Heroku is a platform that assists developers in honing
their skills to build feature-rich applications. Developers will benefit from the experience because they
will have access to valuable resources for speeding up key development processes. Heroku’s free version
is suitable for smaller software projects. Developers may also select from a range of tier packages that
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are ideally tailored to large companies’ diverse needs. The user-friendly Heroku platform dashboard
allows scaling, management, and application monitoring. Heroku has many more platforms as an
alternative, but since it can be used primarily for free using various modules, we have selected this
server for this research. The following approaches need to be taken after the Flask API’s deployment
to allow our Flask Application Programming Interface (API) to communicate with the Java Client.
Flask is a Python web framework that includes features for creating web applications such as handling
Hypertext Transfer Protocol (HTTP) requests and rendering templates. Flask has several alternatives,
the most common of Django, Tornado, Express JS, Node.js, and React. As far as we are concerned,
the flask’s most significant benefit is its design, which is both lightweight and modular. It also has
excellent community support and good documentation for developers to get started. Flask appears
100% compliant with Web Server Gateway Interface (WSGI) makes it easy to deploy for production.
The details sequence and consequences are shown below:

e Create an object for Retrofit Class-This phase can be described as a ‘getApiClient’ generic
method that returns a retrofit object. Besides, we have to mention BASE Uniform Resource
Locator (URL) Endpoints in this process, pointing to our Flask URL.

e Create Interface with HTTP Operation-This interface will serve as a bridge to communicate
with REST endpoints. A response from the Flask Endpoint to the Plain Old Java Object (POJO)
class will be returned.

e Defining POJO Class to handle the response-This Class captures the return variables from Flask
Endpoint. We have to define a key-value pair in a flask; those keys must be declared in the POJO
class.

e Encapsulating the Steps in MainActivity.java-We have to construct an object for the interface at
MainAcitivity.java; i.e., however, by applying this object, Apilnterface must call the procedure
declared in the interface. Furthermore, it is essential to establish a callback interface. It has
two strategies that are called on Response and On Failure. Moreover, if the Java API request is
flourishing, the on Response method will be contacted. Otherwise, the on Failure process will
be called. Finally, the Response method will allocate the POJO class to the Response object.
We will be able to extract the response from POJO using the getter method.

Fig. 5 illustrates the Architectural diagram for deploying a machine learning model into the
mobile application. The figure has been divided into two interconnected parts, for instance, Backend
and Frontend. When a request comes from the Frontend, it reaches the Backend through HTTP API
Service. After coming to the Backend, based on the input, it hits the model, and the model starts to
predict and sends it to the User Interface(UI) component via HTTP (REST) and then the output is
seen from the UI Component. Through this procedure, the machine learning model completes the
prediction through integration with the mobile application shown in Fig. 5.

3.3 Proposed System Architecture Design

The Proposed System Architecture Design has been categorized into six modules, for instance,
Food Recommendation Module, Health Module, Answering Question Module, Daily Movement
Activities Module, Daily Awareness Module, and Medicine Reminder Module. This system has been
developed by deciding all the possible problems and its solution regarding diabetes. This system would
be a compact solution for diabetic patients. The Patient and Doctor will have the authorization to
access this developed system. The modules of this system are connected through the Channel, which
is the way of data communication. In the Data element portion, we have recorded the data coming
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through the proposed system. A detailed explanation of the proposed system’s module and diagram
are shown in Fig. 6.
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Figure 6: Proposed system architecture design

While developing this mobile application, we have considered everything in terms of health
monitoring and diabetes prediction. To put it more simply, for the case of diabetes patients, it is
important to avoid having a variety of foods. Also, it is not very difficult for people in first-world
countries to get treatment from a doctor, Still, in third-world countries, it is a slightly difficult matter
because low-income people find it problematic to see a doctor due to financial constraints. Therefore,
to reduce hassle or financial cost, we have put all the following modules in the mobile application where
all the problems related to diabetes can be solved. Nonetheless, we have provided multiple features for
the case of diabetes and health monitoring.

3.3.1 Food Recommendation Module

A healthy body and mind truly depend on a healthy eating plan. This module aims to recommend
to users about preferable food. We have collected some food lists for diabetes users from the National
Institute of Diabetes and Digestive and Kidney Diseases [28]. After collecting the food list of diabetic
patients, we have created a database, and it has been integrated into the mobile application. When users
enter this module, they will be shown a list of foods through which they can be aware of what kind of
food they should eat if they have diabetes. For specific individuals, awareness of diabetes can be about
avoiding the onset of the disease. Healthy eating and more active lifestyles will avoid type 2 diabetes
caused by obesity. Since this system has been developed in a user-friendly way with everyone in mind,
through the Food Recommendation Module, anyone can get an idea of what kind of food they can
eat if they have diabetes, which will be considered significant. The details sequence and consequence
are shown in Fig. 7.
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Figure 7: Flowchart of the food recommendation module

3.3.2 Medicine Reminder Module

People with diabetes have to remember a lot of things like taking medicine every day, diet control.
However, people can’t remember many things, so it will be convenient if there is a system that will
automatically remind you to complete a task. A reminder module has been developed focusing on
these issues. The system will remind diabetic patients through an alarm notification according to the
particular time they have to take medicines, take food, etc. SQLite database has been used to do this
because it is very popular as an offline database. When users provide input for their daily records, the
data will be stored in the local database, and the application will notify the user at a particular time.
The functionality of the Medicine Reminder Module is shown in Fig. 8.

3.3.3 Answering Question Module

The answering Question Module has been integrated with a chatbot to answer relevant diabetes
and health questions. Google Dialogflow API has been combined for accomplishing the task.
Dialogflow is a platform for natural language understanding that makes it simple for a mobile app,
web application, bot, interactive voice response system, etc., to design and incorporate a conversational
user interface. Dialogflow can evaluate various user input forms, including text or audio (such as
phone or voice recording) inputs. A few ways, either by text or through synthetic expression, can
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also respond. We have predefined some of the frequently asked questions to answer when users ask
questions automatically. The working procedure of this proposed module is shown in Fig. 9.
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No

The system will remind the user
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v

System will notifying the user
having medicine

v

End

Figure 8: Flow chart of the medicine reminder module

3.3.4 Daily Movement Activities Module

The Daily Movement Activities Module has been developed to visualize users’ daily movements
and activities. Simply put, this module is designed to generate a report on how long someone is cycling
or walking every day. Google Fit API has been integrated for this particular work & real-time tracking
of the movement activities. To create smarter health and wellness apps, Google Fit provides Android
and REST APIs. Google Fit APIs will help users find new ideas that they want to share with others.
To help people exercise harder, eat healthy, stay calmer, and sleep better, use these experiences to create
useful new features [29]. In addition to these, this module incorporates a shaking feature by integrating
the accelerometer sensor, which will detect a user’s current situation. Almost all smartphones have
built-in accelerometer sensors, so combining them and using proper existing technology is good. To
use the shaking feature, the user has to register some known numbers in the application. If there is
any problem, double shaking the phone will send the location in the form of a message to the known
person through current location tracking with Google map link. When people get older, they face
various problems, especially diabetics who have to do regular activities such as morning walks, so it
is crucial to track their location so that family members can be aware of their whereabouts. Fig. 10
shows the functional explanation of the Daily Movement Activities Module.
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Figure 9: Flowchart of the answering question module

3.3.5 Daily Awareness Module

Diabetes is spreading more and more, especially in children and adolescents, and it is present
in both type 1 and type 2. This means that the public does not really know or care enough about
the disease or is unaware of its harmful aspects. This module informs the user through daily push
notifications and makes them aware of what kind of food should be avoided. This module integrated
the push notification API for accomplishing this task. The purpose of the daily notification is to
enhance awareness regarding diabetes. Users need to keep the Internet open to receive notifications
because the system will communicate with the cloud via an Internet connection. This module’s main
objective is to inform people about diabetes, especially in rural areas, because rural people are less
aware of significant diseases. The working procedure of this module is illustrated in Fig. 11.
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Figure 10: Flowchart of the daily movement activities module

3.3.6 Health Module

Fig. 12 illustrates the block diagram of diagnosis using Machine Learning. The figure is classi-
fied into three interconnected phases. Phase-1 provides a diagnosis of diabetes using experimental
parameters. Phase-2 gives the data preprocessing methodology with data process, data resizing and
data leveling. Eventually, Phase-3 focuses on the artificial diagnosis of diabetes using the traditional
approaches. To predict diabetes, ML algorithms have been integrated into the Health Module. To put
it more simply, this module has been trained through various machine learning algorithms. Finally, we
have explored that the Light GBM & KNN Algorithm performs well with 90% accuracy for predicting
diabetes of the individuals. The user has to enter their Age, Body mass index (BMI), Heart Rate, and
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Glucose. Our module will automatically notify whether anyone has diabetes. The prediction approach
and how cooperates with mobile apps are shown in Fig. 13.
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Figure 11: Flowchart of the daily awareness module

4 Results and Analysis

This section has been categorized into two parts, to illustrate, Observation of Machine Learning
Approach (OMLA) and Observation of the Proposed System (OPS). The OMLA is further subdivided
into five parts: Experimental Result, Model Performance, Comparative Analysis, Feature Importance,
and Exploratory Data Analysis (EDA). The OPS is also sub-divided into three sections: Survey Data
Analysis (SDA) and Developed System Interface (DSI).

4.1 Observation of Machine Learning Approach (OMLA)

The results obtained using the machine learning algorithm are discussed in this section. The
subsection is classified into three interconnected parts.

4.1.1 Experimental Result

The classification report that was obtained during model training was addressed in this section.
Various classification algorithms were evaluated in this analysis. So, the precision, recall, and F1-
score of the algorithms are shown in Tab. 3, where the accuracy “P” has been written. The recall is
“R” the same way, and the F1-Score is “F1”, confusion matrix measures the accuracy of all types of
classification algorithms. It’s consists of four values: True positive, false positive, true negative, and
False-negative [30]. Type 1 Error is defined as False Positive of the Confusion Matrix, and Type 2
Error is called False Negative [30]. To evaluate the accuracy of a model via the Confusion matrix, such
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approaches are applied. Eqgs. (9)—(12) show the formula for finding Precision, Recall, F-1 scores, and
Accuracy. Fig. 14 shows the visual representation of the accuracy score of Tab. 3.
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Figure 12: Block diagram of diagnosis using machine learning

Precision: The number of correct positive outcomes is divided by the number of correct positive
outcomes predicted by the classifier. It is articulated as—

. TP
Precision = — 8)
TP+ FP
Recall: The number of positive findings is accurate, split by all the related samples. It is given in
mathematical form as—

TP
Recall = —— )
TP+ FN
F1 score: It is applied to calculate the accuracy of a test. The Harmonic Mean between accuracy
and recall is the F1 score. For the F1 score, the range is [0,1]. It informs how accurate a classifier is

and how robust it is. It is given, mathematically, as—

Fle?. Pre?i?ion.Recall (10)
Precision + Recall

Confusion Matrix: It provides a matrix as output and defines the model’s maximum efficiency.
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Figure 13: Working procedure of diabetes prediction using the Health Module

Accuracy: How accurately the overall model can predict. It is possible to measure the matrix
accuracy by taking the average values lying around the main diagonal. It is given as-
TP+ TN

Accuracy = an
TP+ TN + FP+ FN

4.1.2 Evaluating Model Performance

Several elements are required to measure a model’s performance, for instance, Confusion Matrix,
Precision-Recall Curve, ROC Curve, and Cross-Validation. To begin, the Confusion Matrix, often
known as the error matrix, is a tool for visualizing the performance of an algorithm. True positive (TP),
True negative (TN), False positive (FP), and False negative (FN) are the four parameters. Let us discuss
it as an example. Diabetic correctly identified as diabetic is True positive. Healthy people who are
accurately identified as healthy are True negative, healthy people who are wrongly identified as diabetic
are False positive, and diabetic people who are incorrectly identified as healthy are False-negative. We
have already explained the Confusion Matrix in the Experimental Results section and described the
mathematical equations of Precision, Recall, and F1-Score in the Eqs. (3)-(6), respectively. Precision
quantifies the number of positive predictions for the class that is presently classified as positive.
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The recall is a measurement of how many positive class predictions were produced from all positive
examples in the dataset. F-Measure provides a single score that takes into account both the accuracy
and the number of recalls. Plotting the true positive rate (TPR) vs. the false positive rate (FPR) at
various threshold values yields the ROC Curve example. In another case, Precision-Recall Curve shows
the tradeoff between precision and recall for the different thresholds to train and test the algorithm.

Table 3: Classification report of the machine learning algorithms

Algorithm  For the case of “0” For the case of “1”

P R F1 P R F1 Accuracy
Decision 0.78 0.72 0.75 0.54 0.62 0.58 0.69
tree
classifier
Random 0.75 0.85 0.80 0.63 0.49 0.55 0.72
forest
Gaussian  0.80 0.82 0.81 0.65 0.61 0.63 0.75
Naive
Bayes
Multinomi- 0.70 0.72 0.71 0.46 0.44 0.45 0.62
al Naive
Bayes
Support 0.78 0.87 0.83 0.70 0.56 0.62 0.76
vector
machine
Passive- 0.65 0.99 0.79 0.57 0.02 0.04 0.65
aggressive
classifier
Logistic 0.80 0.86 0.83 0.69 0.60 0.64 0.76
regression
K-Nearest 0.76 0.85 0.80 0.65 0.51 0.57 0.73
neighbors
Adaptive  0.76 0.78 0.77 0.57 0.54 0.55 0.69
boosting

Furthermore, the original sample is randomly partitioned into k equal-sized subsamples in k-fold
cross-validation. A single subsample from the k subsamples is kept as validation data for testing the
model, while the remaining k-1 subsamples are used as training data. The cross-validation procedure is
then performed k times, with each of the k subsamples serving as validation data exactly once. Then, to
get a single estimation, the results from each k performance will be averaged. The main goal of repeated
random subsampling is to use all observations for both training and validation and to verify each
statement only once. There are several advantages of k-fold cross-validation; for example, the different
output is available for different folds, so it is known how well the model will function overall, and K
fold cross-validation can be used to avoid overfitting. A significant step in the production of a model
is model assessment [31]. It helps to select the best model for representing our data and forecasting
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the selected model’s future performance. However, it is not good to evaluate model output on the data
used for training in data science because this can lead to over-optimistic and over fitted models [32].
Therefore, it is essential to measure the performance of the model. The above performance indicators
are an essential and effective approach in data science, so we have assessed the model’s performance
by following these criteria.
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Figure 14: Visual representation of the Accuracy score

In our proposed research, Light Gradient Boosting Machine (LightGBM) is applied, a gradient
boosting framework that uses tree-based learning algorithms. LightGBM, based on decision tree
algorithms, is a fast, distributed, high-performance gradient boosting method used for ranking,
classification, prediction, and many other machine learning tasks [33,34]. It can manage large
quantities of information and have greater precision than different decision tree gradient boosting
models such as eXtreme Gradient Boosting (XGBoosting) [35]. LightGBM can be used to address
several issues, including binary classification, multi-classification, regression, and several others. The
reason for including it in this study is that it has specific functionalities that are not seen in traditional
algorithms. Faster training speed, higher performance, capacity to manage large-scale data, support
for parallel and Graphics Processing Unit (GPU) learning, lower memory use, and enhanced accuracy
are just a few of its characteristics. Since this research is included in the binary classification, the
LightGBM has been considered for this, and accuracy has come in handy for its unique features.

The average score of the ROC-AUC curve over LightGBM is marked as 0.948, and the average
accuracy of cross-validation (5 folds) is seen as 0.89. On the other hand, the average score of the ROC-
AUC curve on KNN is 0.936, and the average accuracy after cross-validation (5 folds) is 0.90. There
is no particular formula for calculating K’s value to the best of our knowledge, but it is a good idea
to keep 10. A random function is applied to divide data into these many folds For example, suppose
we have 10 data points in the data set, and K =5 is specified, then 10/5 =2, so there will be 2 points
that will be kept for testing for each fold and rest in training. Fig. 15a shows the Model performance
report of LightGBM (5 folds), Fig. 15b shows the Model performance report of Light GBM & KNN.
The detailed report of the model is shown in Fig. 15,
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Figure 15: (a) Model performance report of light gradient boosting machine(Light GBM) (b) Model
performance report of LightGBM & K-nearest neighbor(KNN)

Tab. 4 shows the cross-validation (5 folds) report of the LightGBM & KNN. Reports for
LightGBM and KNN are generated individually by K (5) fold cross-validation and mean, and the
standard deviation is found at the end of each fold experiment. Mean and standard deviations
have also been made by cross-validating the top of the ROC-AUC curve. ROC stands for Receiver
Operating Curve, and AUC stands for Area under Curve. Another method of determining how good
the performance of different classification models is the ROC-AUC curve.

Table 4: Cross-validation report of the Light GBM & KNN

Fold Cross-validation-5 folds
Accuracy P R F1 ROC-AUC

1 LightGBM & 0.896 0.896 0.796 0.843 0.917
2 KNN 0.864 0.8 0.815 0.807 0.923
3 0.864 0.837 0.759 0.796 0.925
4 0.908 0.898 0.83 0.863 0.955
5 0.922 0.873 0.906 0.889 0.957
Mean 0.891 0.861 0.821 0.84 0.936
Std 0.024 0.037 0.048 0.034 0.017
1 LightGBM 0.89 0.878 0.796 0.835 0.942
2 0.864 0.811 0.796 0.804 0.929
3 0.87 0.84 0.778 0.808 0.931
4 0.895 0.894 0.792 0.84 0.96
5 0.922 0.902 0.868 0.885 0.97
Mean 0.888 0.865 0.806 0.834 0.946
Std 0.02 0.034 0.032 0.029 0.016

Figs. 16 and 17 show the Discrimination threshold plot for Light GBM and Voting Classifier. The
threshold of discrimination is a visualization of accuracy, recall, f1 ranking, and queue rate with respect
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to a binary classifier’s discrimination threshold. The discrimination threshold is the probability or
score at which the positive class is chosen above the negative. Vote Classifier is a meta-classifier that
uses majority or plurality voting to categorize comparable or conceptually dissimilar machine learning
classifiers.

Threshold Plot for LGBMClassifier

Figure 16: Discrimination threshold plot for LightGBM
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Figure 17: Discrimination threshold plot for voting classifier

4.1.3 Comparative Analysis

In this section, the result obtained by experimenting with several machine learning algorithms
was compared with the previous research using the Pima Indian dataset. Tab. 5 shows the comparative
study of associated diabetes detection studies with the proposed dataset. The Table is divided based
on some criteria such as Method, Accuracy, LightGBM approach, Integrating Mobile Apps, and
Deployment Pipeline. We have compared our obtained accuracy with the previous study based on
predicting diabetes. In this study, Light Gradient Boosting Machine (LightGBM) & KNN performs
efficiently with 90% accuracy. By taking a close look at Tab. 5, it can be identified that the performance
of the previously published model is comparatively less than the model proposed in this research. In
another case, we have indicated that all studies based on diabetes prediction have been completed in the
past. They were primarily limited to simulations; however, there is no pipeline on predicting diabetes
through mobile applications, and adequate research has not been completed yet.
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Table 5: A Comparative study of associated diabetes detection studies with the Pima Indian dataset

Author Method The accuracy  LightGBM Integrating Deployment
obtained in %  approach mobile apps pipeline

[36] Firefly and 81 No No No
cuckoo Search
algorithms
[37] Feed forward 82 No No No
neural network
[38] Naive Bayes 79.56 No No No
[39] SVM 78 No No No
[40] LDA- 89.74 No No No
MWSVM
[41] Neural 87.46 No No No
Network with
Genetic
Algorithm
[42] k-mean and 90.03 No No No
DT
[43] PCA, K-means 72 No No No
algorithm
Proposed work DT, SVM, LR, 90 Yes Yes Yes
RF, MNB,
GNB, PAC,
KNN, adaptive
boosting, GB,
XGB,
LightGBM
(highest
accuracy
obtained using
LightGBM &
KNN)

Through this comparison, we have tried to highlight a few more things, such as the research that
has been done in the past on diabetes prediction, especially on this dataset, to find information about
their working methods. Many state-of-the-art techniques are currently playing a vital role in data
science, so it is essential to find the previous work’s performance so that researchers can develop new
solutions to the work in this particular field.

We have used LightGBM, followed by the novel approach, and obtained 90% accuracy, so the
previously published investigation was conducted based on traditional methods. No novel techniques
have been used there. In addition to the other things we have analyzed through Comparison, the
previous research has worked with a particular algorithm. Still, not all the possible algorithms have
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been explained in detail. We have designed our research as a benchmark; thus, it will be fruitful for the
research community. The details sequence and consequence are shown in Tab. 5.

4.1.4 Feature Importance

Feature choice is the process of reducing the number of input variables when creating a predictive
model. It is advisable to scale the number of input variables to reduce the cost of modeling calculations
and, in some cases, to increase the model’s effectiveness. The statistics-based feature selection method
uses statistics for each input variable and target variable and selects the input variables with a
substantial correlation to the target variable [44,45]. Various feature choice techniques are available,
such as Univariate Selection, Feature Significance, and Correlation Matrix with Heatmap. Several
other online portals from which a wide variety of datasets are commonly available such as Kaggle
and UCI Machine learning repository. Feature Importance provides a score to each of the data’s
features; the higher the score, the more significant the feature is to the output variable. Tree-Based
Classifiers have an inbuilt class called Feature Importance. Feature selection is a fundamental principle
in traditional ML that profoundly affects the model’s efficiency [46,47]. The data attributes utilized for
training machine learning models have a big impact on the final output. Model output may be harmed
by features that are insignificant or only partially significant. Fig. 18 shows the Feature importance of
the input variables.

Variable Importance
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Figure 18: Feature significance of the input variables

4.1.5 Exploratory Data Analysis

Blood sugar and hypertension can be related terms for diabetic patients. It’s necessary to measure
the blood sugar level along with blood pressure. There are three ways to increase blood pressure
concerning the corresponding glucose level. The first one, when the blood vessels become losing their
capability to stretch. The second one, the body’s fluid, will be increased if the diabetes is already
affected by the kidneys. The third one is related to insulin resistance, which is also liable to increase
hypertension risk. Again, Fig. 19 shows a scattered diagram of Glucose level vs. Body Mass Index
(BMI) of our experimental data analysis Fig. 20 presents the experimental prediction of the diabetic
patient and healthy person. In our experiment, we have defined a threshold value for both glucose
level and blood pressure. The experimental data shows 268 patients have a potential risk of diabetes
of 92.2%.
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Figure 19: Data analysis based on glucose vs. BMI
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Figure 20: Data analysis based on glucose and blood pressure

On the other hand, 500 patients have less risk of diabetes than the previous one. Thus, we can
mark them as healthy person.

4.2 Observation of the Proposed System (OPS)
4.2.1 Survey Data Analysis

The upper Tab. 6 shows the portion of answered questions’ responses and analyzing data with
different criteria, Necessity and Impactful, which filter survey data. Fig. 21 shows a pie shows the
result of the survey with the features of Necessity and Impactful. Again, we have calculated votes on
which features are found most useful for diabetes patients. After successfully evaluating the voices from
158 responses, we have tracked out that almost 100% of people think about diet plan features. More
than 80% of people endorse doctors, and around 80% of people believe in consultation, and so on.
We have examined that “track activities” are less popular than any other proposed solution features.
Fig. 22 shows the corresponding results of the survey.
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Table 6: Analyzed number portion using criteria

Some major survey Responses (N = 158) Criteria
questions that match
survey goal

Yes No

1. Do you feel to search  84.056 73.944 Necessity
or use any kind of

mobile health app

recently?

2. Have you got online  64.938 93.062

doctor consultation

beforehand by mobile

apps?

3. Do you think diabetes 61.936 96.064 Impactful
disease is difficult to

monitor daily?

4. Do you know your 81.054 76.946

eyes can be damaged by

diabetes?

4.2.2 Developed System Interface (DSI)

The manuscript also ensures the embodiment of the proposed solution. We have first designed the
User Interface (UI) design of the proposed mobile application in our development process. After that,
we have collected a dataset from the website, and a machine learning design was performed. After that,
we have analyzed the experimental data and interpreted it accordingly. Fig. 23 shows some interfaces
of our proposed developed mobile application.

Average responses(N=158) of criteria

43.95%
M Necessity

Impactful

Figure 21: Pic chart based on the average response of the survey
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Figure 22: Mecasuring the feature ranking by conducting the survey
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Figure 23: Interface of the proposed mobile application

5 Conclusion

Health is more important than other activities. However, many developing countries suffer from
low-quality health services because they allocate a smaller portion of their budget to the health
sector. Consequently, the citizen of these countries cannot concentrate on their work because of
these difficulties. This work proposes a mobile application based on modern computation, which
is straightforward to predict diabetes. The proposed model has been enriched with one of the most
emergent technologies, such as a Machine Learning based system to find accurate prediction levels
on diabetes. To accomplish this goal, some data preprocessing operations have been interpreted on
the dataset. Also, several machine learning algorithms have been utilized in this work to track better
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accuracy in the diagnosis of diabetes diseases. The proposed model has 90% accuracy on the K nearest
neighbors algorithm (KNN) & Light Gradient Boosting Machine (Light GBM). A comparison of the
accuracy of the machine learning algorithms has been enumerated with the existing study to ensure
this work’s novelty. The research has further performed a survey data analysis on consciousness and
awareness of public health-related mobile applications and diabetes. The associated resulting data
has also been in this manuscript. Though the proposed work has better accuracy in predicting a
patient’s diabetes, the model also has a set of limitations. First of all, the dataset utilized in this study
needs to bring many more data preprocessing changes to increase the model’s accuracy. Second, this
application has been designed only for educated people on the clinical trial. In the future, this research
will overcome these two issues and present a common platform for both educated and uneducated
people. Also, this research will present the effectiveness of public health with the developed application
through System Usability Scale (SUS). However, this research’s objective is achieved, and the proposed
solution can be adjustable in the daily activities of a diabetic patient.
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