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Abstract: The sample’s hemoglobin and glucose levels can be determined by
obtaining a blood sample from the human body using a needle and analyzing
it. Hemoglobin (HGB) is a critical component of the human body because
it transports oxygen from the lungs to the body’s tissues and returns carbon
dioxide from the tissues to the lungs. Calculating the HGB level is a critical
step in any blood analysis job. The HGB levels often indicate whether a person
is anemic or polycythemia vera. Constructing ensemble models by combining
two or more base machine learning (ML) models can help create a more
improved model. The purpose of this work is to present a weighted average
ensemble model for predicting hemoglobin levels. An optimization method is
utilized to get the ensemble’s optimum weights. The optimum weight for this
work is determined using a sine cosine algorithm based on stochastic fractal
search (SCSFS). The proposed SCSFS ensemble is compared to Decision Tree,
Multilayer perceptron (MLP), Support Vector Regression (SVR) and Ran-
dom Forest Regressors as model-based approaches and the average ensemble
model. The SCSFS results indicate that the proposed model outperforms
existing models and provides an almost accurate hemoglobin estimate.

Keywords: Sine cosine optimization; metaheuristics optimization; hemoglobin
estimation; weight average ensemble

1 Introduction

Hemoglobin is a protein molecule found in the red blood cells that are mainly composed of the
element iron. Hemoglobin is built up of globulin chains, which are interconnected protein molecules
that carry oxygen. Heme is an essential component of the globulin chain since it contains an iron
atom. Heme is also known as the iron atom. It aids in the transportation of oxygen and carbon
dioxide throughout our bodies via the blood. HGB (hemoglobin) and glucose (Gl) are two essential
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components of human blood and are two significant components of human blood. When it comes to
biological activity, blood is involved in quite a few of them. Hemoglobin is responsible for transporting
oxygen throughout the body from the lungs. Both a hemoglobin shortage and an overabundance of
hemoglobin are associated with illness. The body generates glucose from the meals it consumes to
provide energy to all the cells in the body. However, if there is an excessive amount of glucose in the
blood, it may create difficulties. Diabetes can be considered one of the most prevalent illnesses globally,
affecting over a billion people [1,2].

Being a reliable tool in managing laboratory information of illness diagnosis in the hematology
laboratory is very beneficial. Hematological data analysis is a fascinating and challenging job in the
medical research field, and we present a model to compare different classification and regression
techniques utilizing Scikit-Learn to accomplish this work. If a simple Hemoglobin estimation method
is provided, this may be feasible. To overcome a complication caused by anemia, our team is developing
a technology that will detect hemoglobin levels in the early stages of anemia with relative ease [3,4].
Consequently, it will assist in the treatment of anemic patients. The estimate of hemoglobin levels
in the blood may be accomplished using a variety of techniques. According to WHO (World Health
Organization), these techniques are recorded. The methods for estimating HGB value are discussed in
the next section in more detail.

Data mining can be considered as the computing process for discovering patterns during the
investigation of large datasets. This process involves methods based on machine learning, statistics,
and database systems [5—7]. Recently, both the amount of data generated and collected data have
increased dramatically in recent decades. The main goal of the data mining process is to make sense
of large amounts of primarily unsupervised data. Data mining is being utilized in various areas such
as hospitals, companies, education, fraud detection, and bioinformatics. In the case of bioinformatics,
it assists medical persons in extracting valuable information from large datasets collected in biology,
and it helps patients receive better and more affordable health care [8].

Estimating a mapping function between the continuous input variables and the continuous output
variable is known as regression analysis. The hemoglobin (HGB) can be predicted based on the input
variables such as white blood cells (WBC), red blood cells (RBC), lymphocytes (LYM). For this
study, various machine learning estimators, such as Decision Tree Regressor, Multilayer perceptron
(MLP) Regressor, Support Vector Regression (SVR), and Random Forest Regressor, in addition to
the ensemble model, have been experimented. The ensemble models assist in integrating the skills of a
range of single base models to produce an almost accurate prediction model [9—11]. This concept may
propose into action in different ways. For example, some essential techniques depend on resampling
the training set, while others rely on different prediction methods or changing specific predictive
technique parameters, among other things [12-14]. Also, the results of each prediction are pooled
using an ensemble of methods to conclude [15-17].

This work presents a weighted average ensemble model based on sine cosine and stochastic
fractal search optimization techniques (SCSFS) for predicting hemoglobin levels. The proposed
optimization algorithm is utilized to get the ensemble’s optimum weights. The proposed SCSFS
ensemble is compared to Decision Tree, Multilayer perceptron (MLP), Support Vector Regression
(SVR) and Random Forest Regressors as model-based approaches, in addition to the average ensemble
and ensemble-based MLP models. The suggested optimizing ensemble model based on the SCSFS
algorithm is used to discover the optimum weights for the MLP Regressor ensemble, and the proposed
optimizing ensemble model is used to find the best weights for the ensemble model. The SCSFS results
indicate if it can outperform existing models and provide an almost accurate hemoglobin estimate.
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The ANOVA and t-test statistical methodologies compare the populations to establish the significant
difference between the suggested and compared technologies.

2 Related Work

For the measurement of blood components, a variety of invasive techniques are used. The majority
of these techniques test blood components by taking blood from the patient’s body via venipuncture.
These techniques are unpleasant and carry a risk of infection since blood must be taken with a needle,
and the results of the analysis of the blood sample take a long time to come back [18].

Several closely similar studies have been published, including “Automated Diagnosis of Tha-
lassemia Based on Data Mining Classifiers” and other publications that use data mining methods
to diagnose a variety of illnesses. The investigation for thalassemia based on the complete blood count
(CBC) was given; however, the primary focus of this article is on Mean Cellular Volume (MCYV),
and we believe that they should be used. The primary characteristic of categorized thalassemia is
low hemoglobin. The authors in this work investigated algorithms in more depth, focusing on their
accuracy, learning time, and error rate. They observed a direct relationship between the time spent
constructing the tree model and the volume of information records and that there is a corresponding
indirect relationship between the time spent creating the tree model and the attribute size of the
informative collections. Their investigation concludes that Bayesian algorithms outperform all other
algorithms in terms of classification precision [19].

A non-invasive HGB concentration level prediction approach based on photoplethysmography
(PPG) signals was presented. The system analyses PPG characteristics features utilizing a variety of
machine learning methods [20]. Following the analysis of the datasets (PPG signals) obtained from
33 individuals who illuminated light with their fingers over the course of ten periods, 40 distinctive
characteristics were identified. A combination of RELIEFF feature selection (RFS) and correlation-
based feature selection (CFS) was used to choose the best features before developing eight distinct
regression models [21]. According to the prediction findings, the support vector-based regression
model outperformed the other model in terms of overall performance.

Iron adds to the hemoglobin (HGB) level in the blood and causes it to be red. There is a significant
relationship between the color components and the hemoglobin concentrations. According to this
article, the Hb value is calculated by analyzing the color components of picture samples. The average
of the red component of a colored picture is calculated and regarded as a feature in the image analysis.
These have been computed based on the data that has been made public. Outside of commercial
devices such as those mentioned above, much research is being conducted to create non-invasive
hemoglobin monitoring systems and prediction algorithms for human blood. The researchers used
pulse spectrophotometry at seven different wavelengths to create a non-invasive, continuous, and
highly accurate device that showed promise for detecting HGB [22]. Data mining techniques and
methods for diabetes diagnosis are being used, according to the authors. A comparable examination
of different algorithms is conducted in this article. This endeavor is concerned with mining the
relationships in diabetic information to put the information into effective order. Regardless, they need
a model that can evaluate diabetes datasets, which has already been presented.

3 Proposed Ensemble Model

The suggested ensemble model will be introduced and described in more depth in this part. First,
the gathered dataset is given to be preprocessed. The dataset is subjected to an exploratory analysis,
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which is provided. After that, the preparation methods that were used on the dataset are described in
detail.

3.1 Preprocessing

Specific columns, such as gender and age, have been removed from the dataset since there were so
many blank entries in them. Those blank numbers can happen because the operator did not store the
patient’s personal information for each blood test because the operator was using another software
to handle the patient’s data at the time of the test. The previously stated that CBC parameters were
carefully chosen by a competent doctor who decided the most significant factors that impact the
calculation of hemoglobin.

After selecting the relevant features, the data has been normalized to convert the raw feature
vectors into a more appropriate form for the various machine learning estimators available. Then,
utilizing the StandardScaler formula to do the work standardizes characteristics by subtracting their
means and scaling them to unit variance. Various machine learning estimators can perform incorrectly
if an individual feature does not more or less resemble standard normally distributed data. Tab. 1 shows
the descriptive statistics of the hematological dataset. Data correlation of the hemoglobin and other
parameters in the tested dataset are shown in Fig. 1. Fig. 2 presents the processing of hemoglobin data
in graphical format which shows the distribution of the dataset value for each parameter.

Table 1: Descriptive statistics of the hematological dataset

WBC IYM RBC MCV MCH MCHC RDW HCT PLT MPV HGB
Number of values 10902 10902 10902 10902 10902 10902 10902 10902 10902 10902 10902

Minimum 0.0219  0.0000 0.0166 0.0009 0.0000 0.0020 0.0154 0.0009 0.0000 0.0020 0.0154
25% Percentile 0.2635 0.4328 0.3378 0.4138 0.0675 0.3044 0.3496 0.4138 0.0675 0.3044 0.3496
Median 0.5203 0.6505 0.5272 0.5779 0.1381 0.4335 0.5865 0.5779 0.1381 0.4335 0.5865
75% Percentile 0.7405 0.8198 0.6881 0.7321 0.2454 0.5706 0.7397 0.7321 0.2454 0.5706 0.7397
Maximum 1.0000 1.0000 0.9660 1.0000 0.9990 1.0000 0.8978 1.0000 0.9990 1.0000 0.8978
Range 0.9781 1.0000 0.9494 0.9991 0.9990 0.9980 0.8825 0.9991 0.9990 0.9980 0.8825
Mean 0.5101 0.6080 0.5067 0.5708 0.1789 0.4336 0.5404 0.5708 0.1789 0.4336 0.5404
Std. deviation 0.2760 0.2529 0.2245 0.2110 0.1523 0.1869 0.2213 0.2110 0.1523 0.1869 0.2213

Std. error of mean 0.0026 0.0024 0.0022 0.0020 0.0015 0.0018 0.0021 0.0020 0.0015 0.0018 0.0021
Coefficient of variation 54.12% 41.60% 44.32% 36.96% 85.10% 43.11% 40.96% 36.96% 85.10% 43.11% 40.96%

Geometric mean 0.4072 0.4327 0.5192 0.3736  0.4769 0.5192 0.3736  0.4769
Geometric SD factor  2.1710 1.9410 1.6540 1.9570 1.7710 1.6540 1.9570 1.7710
Harmonic mean 0.2755 0.3101 0.3494 0.2207 0.3765 0.3494 0.2207  0.3765
Skewness 0.0019 —0.4470 —0.2565 —0.1633 1.7160 —0.0217 —0.3934 —0.1633 1.7160 —0.0217 —0.3934
Kurtosis —1.1890 —0.7441 —0.8689 —0.7311 3.8610 —0.4233 —1.0650 —0.7311 3.8610 —0.4233 —1.0650

Sum 5561 6628 5524 6223 1951 4727 5892 6223 1951 4727 5892
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Figure 1: Hemoglobin data correlation of parameters vs. HGB
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Figure 2: Processing of the hemoglobin dataset parameters

3.2 Weight Average Ensemble Model

The suggested weighted average ensemble model is based on optimizing weights for base models,
followed by the calculation of the average ensemble based on the weighted outcomes. The optimum
weights for the ensemble model are determined by using the Sine Cosine Algorithm (SCA) [23] based
on Stochastic Fractal Search (SFS) method [24]. The SCSFS algorithm is responsible for optimizing
the weights of the base. Following the calculation of the optimized weights of the base models, the
average ensemble is computed to get the final output result of the base models.

A common issue in machines when the input parameters of the function, such as the floating-
point values, are actual numerical values is the problem of continuous functions optimization (also
known as optimization of continuous functions). The function returns an evaluation of the argument
that corresponds to real-life situations. Continuous function optimization may be used to differentiate
between issues involving discrete variables and problems involving many variables, which are referred
to as combined optimization problems. Various methods may be resolved, structured, and relied
upon to maximize the situation when dealing with issues involving continuous functions. Based on
one method of optimization classification, the information about the goal function used and utilized
throughout the optimization process is derived. The more well-known information about the target
function is, the simpler it is to optimize since knowledge can be applied efficiently.
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3.3 SCSFS Optimizer

Several years ago, the Sine Cosine Algorithm (SCA) for optimization issues was introduced [23].
When it comes to updating the locations of the agents, the algorithm is mostly based on the sine and
cosine functions. A collection of random variables indicates the direction of movement, the distance
of movement that should be made, and the transition between the sine and cosine components in
the algorithm. SCA updates the locations of various solutions using the following equation, which is
expressed in mathematical terms.

{X,—’ + 1y x sin(ry) x |rsPi— X! 1, <0.5

=+1 __
X = X!+ 1 xcos(ry) x |rnPi— X!| ry>0.5 (1

where X/ is the position of current solution in the i-th dimension, P! represents the current position
of the best solution in the i-th dimension. The r, parameter is calculated as r, = a (1 — t/t,,,) for ¢
represents the current iteration, « is a constant value, and the total number of iterations is indicated
by t,... The parameters r,, r;, and r, are random values in [0, 1].

The method generates a random starting location for the SCA population of n agents, then used to
determine the final position. The objective function is then computed for each agent to determine the
location of the best possible solution. The characteristics of the original fractal method can be used
to inspire a meta-heuristic algorithm based on random fractals in terms of time consumption and
accuracy to find a solution for a given problem. The basic Stochastic Fractal Search (SFS) method
[24] employs the following elements to find a solution for a given problem:

Xl.’* = Gaussian (L y«,0) + (n X X" — n' x P)) 2)

where X* is the updated best solution using the process of diffusion.  and n' are random values
in [0, 1].

It is necessary to use the Gaussian distribution technique to generate new particles based on the
diffusion process of SFS. Thus, using the SFS algorithm’s diffusion process to find the best solution,
the suggested SCSFS may explore more options and find the best answer faster than before, as shown
in Fig. 3. The proposed SCSFS algorithm is explained in detail in Algorithm 1. Steps from 1 to 3
initialize the algorithm parameters. From step 4 to step 19, the algorithm calculates the predefined
objective function and updates the agents’ positions. Changing of agent’s positions is based on the
sine cosine algorithm from step 7 to step 14 and the SFS algorithm from step 15 to step 17. AT step
18, the number of iterations is updated. After finalizing the process, the optimal solution is obtained.

4 Experimental Results

The dataset, performance metrics, results and statistical analysis are explained in detail in this
section. In addition to feature selection and standardization, the hematological dataset is divided into
two parts: training data (which accounts for 80 percent of the dataset) and testing data (20 percent of
the dataset). The contrast between the original hemoglobin value and the predicted hemoglobin value
is presented in Fig. 4 to show the effectiveness of the presented SCSFS based model.
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Figure 3: Proposed SCSFS optimization technique using the SCA algorithm based on SFS method

Algorithm Pseudo-code of the proposed SCSFS algorithm

1: Initialization SCSFS population X;(i = 1,2, ..., n), size of population n, total iterations #,,,,, and objective function F,.
2: Initialization SCSFS parameters 1o, 73, 74, 7, 77

3 Sett=1

4: while t < {50 do

5:  Calculate objective function F;, for agents X;
6 Set P = best agent position

7. Update ry by ry = a — ::ii

g for(i=1:i<n+1)do
9‘
0

if (r4 < 0.5) then
Update agent position by
XH1 = Xt 4y x sin(ra) x |raPf — X

10:

11 else
12: Update agent position by
X = XTI 4y x cos(rg) X |raPE — X
13 end if
14:  end for
15: for(e‘:l:z‘g_;a—l—l)do
16: Caleulate X!* = Gaussian(pux-,0) + (nx X* —n' x F)
17: end for

18 Sett=1t¢+1
19: end while
20: Return best agent P
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4.1 Dataset

Using the Mindray BC-5300 Auto Hematology Analyzer [25], which delivers consistent and
almost accurate five-part hematology findings from as little as 20 uL of blood, the researchers gathered
the information as represented in Tab. 1. This analyzer stores more than 200 hematological parameters
for each blood test to make it a potent tool. Some of these values, such as RBC, WBC, and PLT,
are computed automatically by the analyzer. Other parameters, such as gender and age, are entered
manually by the operator into the system.
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Figure 4: Sample of the original value (green color) to the predicted value (red color) based on the
SCSFS algorithm

The following parameters that make up the hematological dataset are CBC, WBC, Lymphocytes
(LYM), RBC, MCYV, Mean Cellular Hemoglobin (MCH), Mean Cellular Hemoglobin Concentration
(MCHC), Red Blood Cell Distribution Width (RDW), Hematocrit, Platelet Count (PLT), Mean
Platelet Volume (MPV), Hematocrit (HCT), Platelet Count (PLT), Mean Platelet Volume (MPV) and
Hemoglobin (HGB) [18,26]. These factors assist in doing data mining operations on hematological
data. Example records from the design dataset are shown in the first row of Tab. 2.

Table 2: Samples of the hematological records in tested dataset

WBC LYM RBC MCV MCH MCHC RDW HCT PLT MPV HGB

0.06687  0.018457 0.04633  0.230377 0.302798 0.256048 0.180821 0.230377 0.302798 0.256048 0.180821
0.162281 0.236784 0.217628 0.311415 0.212661 0.247984 0.386441 0.311415 0.212661 0.247984 0.386441
0.257691 0.418449 0.383603 0.373698 0.225029 0.143145 0.549342 0.373698 0.225029 0.143145 0.549342
0.353102 0.551087 0.486559 0.450799 0.294204 0.332661 0.669717 0.450799 0.294204 0.332661 0.669717

4.2 Performance Metrics

The performance metrics used to evaluate the proposed algorithm based on the tested dataset
are Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Mean Bias Error (MBE),
r, determination coefficient (R?), Relative Root Mean Squared Error (RRMSE), Nash-Sutcliffe
Efficiency (NSE), and WI, as shown in Tab. 3. The parameter of H,, indicates a predicted value, H,
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represents the corresponding measured value, and the n parameter represents the total number of
observations [23].

Table 3: Performance metrics for classification [23]

Metric Value
n 2 n _ —
RMSE \/Zil (H,, — H) - Z, | (H, Hl,’,-)(zl-l,. H) :
n —
\/ Zz 1 ( 1),1‘) (Hz - Hz)
n n -2
MAE w R2 z 1 (H; — Hn) - Zi(QH,” - Hp,i)
" Zi:] (Hl - H,)
o (M, — H, " (H,, — H)
MBE zl:l ( Pl l) NSE 1 _ [Zl:l ( pil _1)2
! S (H —H)
— " (H,,— H)’
RRMSE 100\/2’ 1( Pt ) /H % WI 1— - 21:1 (_pl 2 _ 2i|
> (H,, — H| +|H, — H)
4.3 Results

The experiment shows the results of the base, ensemble, and proposed model as presented in
Tabs. 4 and 5. Tab. 4 shows the results of the base model, while Tab. 5 shows the results of the ensemble
model using the proposed SCSFS and other ensemble models. The results, based on base models of
Decision Tree, MLP, SVR, and Random Forest Regressors, in addition to the average ensemble and
the ensemble model based on MLP regressor, then all these results are compared with a weighted
average ensemble model using the SCSFS algorithm to show the performance of the proposed
model. The results show the performance of the proposed model with RMSE of (0.009042361),
MAE of (0.000828369), MBE of (—0.003330259), r of (0.999876369), R* of (0.999718049), RRMSE
of (1.830587988), NSE of (0.999296554) and WI of (0.986786848). The RMSE box plot graph for
the presented and compared models vs. the objective function is shown in Fig. 5, which shows the
performance of the proposed ensemble model.

Table 4: Results of the base model
MLP regressor SVR

Decision tree Random forest

regressor regressor
RMSE 0.015645993 0.012325199 0.03334 0.051642524
MAE 0.013032187 0.010323914 0.030261 0.044016285
MBE —0.002444989 0.009683467 —0.02971 —0.002970782
r 0.997043748 0.999252929 0.999369 0.967441627
R 0.994096235 0.998506417 0.998738 0.935943301
RRMSE 3.171659607 2498488634 6.758426 10.46865524
NSE 0.993709114 0.996096147 0.971435 0.931463734
/44 0.962721368 0.970468394 0.913438 0.874091207
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Table 5: Results of the ensemble model using the proposed SCSFS and other ensemble models

Average ensemble Ensemble using MLP  Ensemble using SCSFS
regressor
RMSE 0.015661705 0.012208461 0.009042361
MAE 0.012581007 0.010065783 0.000828369
MBE —0.006359504 —0.005689827 —0.003330259
r 0.997536303 0.998554068 0.999876369
R 0.995078676 0.997110227 0.999718049
RRMSE 10.46865524 2.474824313 1.830587988
NSE 0.993696473 0.996169748 0.999296554
Wi 0.964011969 0.97120678 0.986786848
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Figure 5: RMSE box plot graph for the presented and compared models vs. the objective function

The SCSFS based ensemble model exhibits superior performance in histogram and receiver
operating characteristic (ROC) curves, confirming the suggested model’s superiority for the studied
issue asshownin Fig. 6. Fig. 6a shows the ROC curve of the presented ensemble model using SCSFS vs.
ensemble model using MLP regressor, Fig. 6b shows the ROC curve of the presented ensemble model
using SCSFS vs. average ensemble model. Fig. 6¢ presents the histogram of RMSE, with bin center
range of (0.008, 0,034 and 0,060) against number of values, for the presented and compared to other
ensemble and single models. The ROC analysis is performed on a ranking standard and continuous
diagnostic test data. The derived accuracy indices, especially the area under the curve (AUC), provide
a meaningful knowledge of best regression. As shown in Fig. 6, the suggested algorithm’s AUC value
is much greater than that of previous methods, approaching one. The QQ plot also shows that the
proposed algorithm’s actual and predicted values are almost fit as represented in Fig. 7. Fig. 7a shows
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the residual plot, Fig. 7b represent the homoscedasticity plot and Fig. 7c¢ indicates the QQ plot. The
heat map for the presented ensemble model using SCSFS algorithm vs. other single and ensemble
models is shown in Fig. 7d.

ROC curve: (Ensemble using SCSFS : Ensemble using MLPRegressor)
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Figure 6: (a) ROC curve of the presented ensemble model using SCSFS vs. ensemble model using MLP
regressor, (b) ROC curve of the presented ensemble model using SCSFS vs. average ensemble model
and (c) Histogram of RMSE, with bin center range of (0.008, 0,034 and 0,060) against number of
values, for the presented and compared to other ensemble and single models
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Figure 7: (a) Residual plot, (b) Homoscedasticity plot, (c) QQ plot and (d) Heat map for the presented
ensemble model using SCSFS algorithm vs. other single and ensemble models

4.4 Statistical Analysis

The ANOVA and t-test statistical methodologies are used to compare the populations to establish
a significant difference between the suggested and compared technologies. The results of the two-way
ANOVA test are shown in Tab. 6. The statistical hypothesizes for ANOVA are stated as follows:

e The null hypothesis (HO) states that there is no statistically significant difference between the
groups.

e The alternative hypothesis (H1) states a statistically significant difference between the means of
two populations, which is the distinction.

For the one-sample t-test, as shown in Tab. 7, the statistical hypothesis may be expressed in the
following manner:

e The null hypothesis (HO) states that there is no statistically significant difference between the
two groups.

e Alternative hypothesis (H1): The differentiation is based on the significant difference between
the two means of the population.
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Table 6: Results of ANOVA test of the presented model compared to other models

SS DF MS F (DFn, DFd) P value

Treatment 0.0273 6 0.004549 F (6, 126) = P < 0.0001

(between 895.8

columns)

Residual 0.00064 126 5.08E — 06 - -

(within

columns)

Total 0.02794 132 - - -

Table 7: Results of one sample T-Test
DT MLP SVR RF Average MLP SCSFS

ensemble ensemble ensemble

Theoretical 0 0 0 0 0 0 0

mean

Actual mean  0.01601 0.0127 0.0335 0.05164 0.01565 0.01216 0.009045

Number of 19 19 19 19 19 19 19

values

One sample t

test

t, df t=132.62, t=29.34, t=42.90, t=67.53, t=34.11, t=62.65, t=1546,

df=18 df=18 df =18 df=18 df=18 df=18 df=18

P value (two ~ <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

tailed)

Pvalue skkkok skkoksk skekskok skkkok skkokesk skekkok skkkok

summary

Significant Yes Yes Yes Yes Yes Yes Yes

(alpha =0.05)?

Discrepancy  0.01601 0.0127 0.0335 0.05164 0.01565 0.01216 0.009045

SD of 0.00214 0.001887 0.003404 0.003333 0.002 0.0008457 0.0000255

discrepancy

SEM of 0.0004909 0.0004328 0.000781 0.0007647 0.0004589 0.000194 0.000005851

discrepancy

95% 0.01498 to 0.01179 to 0.03186 to 0.05004 to 0.01469 to 0.01175 to 0.009033 to

confidence 0.01705 0.01361 0.03514 0.05325 0.01662 0.01256 0.009058

interval

R squared 0.9834 0.9795 0.9903 0.9961 0.9848 0.9954 1

(partial eta

squared)

5 Conclusion

Ensemble weights are optimized through the proposed SCSFS Meta-Heuristic Optimization,
based on the Sine Cosine Algorithm (SCA) and stochastic fractal search. The proposed SCSFS
algorithm for estimating the value of Hemoglobin using hematological parameters, SCSFS ensemble,
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is compared to three model-based approaches and the average ensemble model. The SCSFS algorithm
performed a comparison and statistical study of the ROC curve and the T-Test to determine the
superiority and stability of the anticipated outcomes to validate the processes’ correctness.
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