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Abstract: Based on the Saudi Green initiative, which aims to improve the
Kingdom’s environmental status and reduce the carbon emission of more
than 278 million tons by 2030 along with a promising plan to achieve net-
zero carbon by 2060, NEOM city has been proposed to be the “Saudi
hub” for green energy, since NEOM is estimated to generate up to 120
Gigawatts (GW) of renewable energy by 2030. Nevertheless, the Information
and Communication Technology (ICT) sector is considered a key contributor
to global energy consumption and carbon emissions. The data centers are
estimated to consume about 13% of the overall global electricity demand by
2030. Thus, reducing the total carbon emissions of the ICT sector plays a
vital factor in achieving the Saudi plan to minimize global carbon emissions.
Therefore, this paper aims to propose an eco-friendly approach using a
Mixed-Integer Linear Programming (MILP) model to reduce the carbon
emissions associated with ICT infrastructure in Saudi Arabia. This approach
considers the Saudi National Fiber Network (SNFN) as the backbone of
Saudi Internet infrastructure. First, we compare two different scenarios of
data center locations. The first scenario considers a traditional cloud data
center located in Jeddah and Riyadh, whereas the second scenario considers
NEOM as a potential cloud data center new location to take advantage of
its green energy infrastructure. Then, we calculate the energy consumption
and carbon emissions of cloud data centers and their associated energy costs.
After that, we optimize the energy efficiency of different cloud data centers’
locations (in the SNFN) to reduce the associated carbon emissions and energy
costs. Simulation results show that the proposed approach can save up to 94%
of the carbon emissions and 62% of the energy cost compared to the current
cloud physical topology. These savings are achieved due to the shifting of cloud
data centers from cities that have conventional energy sources to a city that
has rich in renewable energy sources. Finally, we design a heuristic algorithm
to verify the proposed approach, and it gives equivalent results to the MILP
model.
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1 Introduction

Green information and communication technology (ICT) is achieving more popularity in recent
years due to the fact of global warming and climate change, which act as serious challenges for
environmental sustainability. In Saudi Arabia, the total emissions generated by electricity increased
from 58.2 million tons (mt) in 1971 to 588.8 mt in 2020, which accounts for 1.45% of the global emitted
carbon. Also, the total emissions generated by Saudi Arabia electricity are growing at an average
annual rate of more than 5% [1]. At this increasing rate, the total emission of Saudi Arabia is expected
to exceed 1 billion tons by 2030.

To slow down the increase of global carbon emissions, Saudi Arabia is planning to increase its
renewable energy generating capacity from 58 Gigawatts (GW) to 120 GW in 2030, by developing solar
and hydrogen energy generation, which will be based mainly in NEOM city [2]. Also, Saudi Arabia has
a plan to lower its carbon emissions by 278 mt in 2030 and aim to achieve net-zero carbon by 2060 [1].
Furthermore, reducing the energy consumption of data centers is a major concern for both academics
and industry [3]. The ICT sector is considered a key contributor to global energy consumption and
carbon emissions. For example, the data centers account for increasing the energy demand, which is
estimated to consume about 13% of the overall global electricity demand by 2030 [4]. Thus, reducing
the total energy consumption of the data centers plays a vital factor in achieving the Saudi plan to
minimize global carbon emissions.

Currently, large-scale local data centers, established by Oracle [5], Saudi Telecom Company [6],
and Mobily [7] are located in Jeddah and Riyadh, and these data centers are powered by crude oil and
other fossil fuels [8]. Therefore, using renewable energy has different costs compared to oil and fossil
fuels. For example, electricity cost from solar renewable energy has reached $0.068 per kilowatt-hour
(kWh) in 2019 [9], whereas the cost of fossil fuel has reached $0.18/kWh [10]. In addition, the carbon
intensity varies depending on what kind of energy sources are used (e.g., fossil fuels, crude oil, or solar).
Thus, it is clear that there is a need to reduce data centers’ carbon emissions and energy costs through
an efficient system [11].

In this regard, a wide range of works has focused on optimizing data centers in terms of reducing
energy consumption, energy cost along with their environmental impacts [12–15]. For example, the
associations of energy balancing to avoid carbon emissions across data centers were discussed in [15].
In addition, a carbon-aware approach is investigated in [12,16] to manage the energy consumption
of data centers in a cost-effective manner, using renewable energy. Likewise, the authors in [17] have
presented a carbon-aware system, which aims to reduce electricity carbon emissions and energy costs
of distributed data centers. However, these studies are mostly theoretical, using small-scale prototypes
with particular applications and workloads.

In terms of economic and environmental impacts, the authors in [18] presented an optimal hybrid
micro-grid model, using traditional and renewable energy sources. Based on their simulation results,
they have achieved a significant reduction in energy costs and environmental impacts. Moreover, the
authors in [19] have investigated how to achieve sustainable development by studying the impact of
generating renewable energy on the economy and the environment. Similarly, they studied the use
of ocean-based renewable energy for generating electrical power and analyzed the economic and
environmental impacts of adopting their approach [20]. Their results have shown that the proposed
approach is capable to generate the required energy in order to supply the energy demands. Also, their
approach can significantly save costs in a long run compared to the conventional approaches.
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In this paper, we propose an eco-friendly approach to control the carbon emissions associated with
data centers, considering real infrastructure (the Saudi National Fiber Network (SNFN)) along with
various applications. Furthermore, we optimize the energy efficiency of different cloud data centers’
locations (in the SNFN) intending to reduce carbon emissions and energy costs. Additionally, we
compare NEOM (as a potential option to relocate all local data centers) with the current locations
that host the data centers, which are mainly in Jeddah and Riyadh. The main contributions of this
paper are summarized as follows:

• We present an eco-friendly approach that considers an end-to-end SNFN architecture, which
includes the central cloud at one end, followed by the core network, the metro network, and
the access network located in different cities. Also, we compare two different scenarios of data
center locations. First, we analyze the traditional locations in Jeddah and Riyadh in terms of
energy efficiency, carbon emissions, and energy costs. Second, we consider NEOM as a potential
cloud data center new location to take advantage of its green energy infrastructure.

• We develop an optimization model that uses mixed-integer linear programming (MILP) to opti-
mize the presented approach mathematically in order to study the energy efficiency and carbon
emissions of the new proposed location (NEOM). Also, we formulate the total energy con-
sumption, concerning the task splitting ratio (i.e., computation and communication resources).
Moreover, we assess the energy cost function and investigate how to optimally place a wide
range of ICT applications in a carbon-efficient location that uses renewable energy resources.
Consequently, this would lead to lower electricity costs compared to locations that are only
powered by crude oil and other fossil fuels sources.

• We design a heuristic approach that can mimic the behavior of MILP optimization. In
particular, we extract insights from the MILP optimization and suggest design rules that the
heuristics have to obey in order to minimize carbon emissions and energy costs in the cloud
data centers while obeying the constraints and requirements.

• We evaluate the capability and efficiency of the proposed approach along with its models, using
a simulation environment, and compare the outcomes to the current cloud physical topology.

The rest of this work is structured as follows [21]: Section 2 presents the eco-friendly approach for
Saudi Cloud data centers. Section 3 introduces the mixed-integer linear programming (MILP) model
for optimizing energy consumption, carbon emissions, and energy costs. Section 4 presents the design
of the MILP model along with its parameters and variables. The discussion of the results is presented in
Section 5. In Section 6, we propose the heuristic awareness of energy consumption, carbon emissions,
and their related costs in the Saudi Cloud data canter’s (HAECC-SCDC). Finally, Section 7 concludes
the paper and discusses future work.

2 An Eco-Friendly Approach for Saudi Cloud Data Centers
2.1 Cloud Computing and Their Users

Cloud computing provides on-demand resources (e.g., processors, storage, networks, services,
and applications) to several geographically distributed users. Due to the scalable nature of cloud
computing, the number of resources can increase or decrease according to the demand of requests from
users [22]. Usually, cloud users requested tasks/applications, which are placed into geo-distributed
clouds [23], and these clouds have different networking energy consumption and cost based on the
users’ locations. However, the large-scale adoption of cloud services mainly relies on minimizing the
energy consumption and carbon emissions of their data centers [24]. Thus, optimizing the placement
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of applications over the cloud can help to minimize energy consumption, carbon emissions, and energy
costs of the data centers.

In this work, the placement of applications is optimized by orchestrating cloud data centers, where
specific constraints (e.g., energy consumption, carbon emissions, and energy costs) are considered.
Furthermore, the applications placement decisions are taken in real-time to efficiently place the
applications on cloud data centers located in different cities that have different carbon emissions and
energy costs.

2.2 Communication Networks Infrastructure

The Internet protocol (IP) over wavelength division multiplexing (WDM) is broadly implemented
in the core network infrastructure, which is composed of two main layers, the IP layer, and the optical
layer. In the IP layer, the IP router is linked to an optical switch and aggregates data traffic from the
access network. While the optical layer provides wide bandwidth for data transmission between the IP
routers located at the Metro network.

In addition, optical switches are connected to physical fiber links. On each fiber link, transponders
provide optical-electronic-optical (OEO) processing at each switch node, using a pair of WDM. Also,
erbium-doped fiber amplifiers (EDFAs) are used for long-distance transmission [25]. Multi-Protocol
Lambda Switching (MPLS) is a routing protocol on IP over WDM optical core networks, that routes
the data packets from source node to destination node through the connection-oriented service, using
the shortest path [26]. A traditional cloud data center consists of multiple servers, which deliver
various services to the end-users (e.g., processing and storage capacity) [27]. Usually, cloud data centers
are established near the core network node in order to take advantage of the large bandwidth. The
fundamental architecture of a telecom network connecting to the data center is illustrated in Fig. 1.

Figure 1: The telecom network architecture with data center
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3 MILP Model Formulation

Mathematical modeling is the most accurate representation of any problem, which can help to
understand and solve the problem concisely. To achieve optimal or near-optimal solutions, the MILP
model has been used extensively in the literature for optimizing network design. In this section, we
develop the MILP model to optimize the energy consumption, carbon emissions, and energy costs
over cloud data centers for completeness.

3.1 Optimizing Energy Consumption

We introduce the parameters and variables to describe cloud computing, as shown in Tab. 1.

Table 1: Cloud computing parameters and variables

Notations Description

Cloud
computing

Parameters CL Energy consumption of cloud local network per bitrate.
SEC Server energy consumption.
PEC Processing server energy consumption, where PEC = SEC

100

Cpue Cloud power usage effectiveness (PUE).
N Set of cities in the SNFN network.
s and d Source and destination indices of the SNFN network nodes.
A Set of apps.
Ci The number of clients accessing APP i.
BRi Bitrate of APP i.
Pi Processing requirement of application i.
C The number of clients using an APP.
MAPPi Maximum processing requirements of each APP replica i.
Di Download traffic from application i under the maximum

possible client’s number, Di = CBRi

PBRi Processing requirements of application i per bitrate,
PBRi = MAPPi

Di

Variables Cd

{
= 1 if cloud d ∈ N is activated

= 0 if cloud d ∈ N is idle

APPi,d

{
= 1 if an APP i ∈ A is located on cloud d ∈ N

= 0 if an APP i ∈ A is not located on cloud d ∈ N

X a
i,s CPU utilization of APP i hosted in cloud s.

X a
s Total CPU utilization of cloud hosted in city s.

flowa
i,s,d Traffic flow from APP i hosted in cloud s to clients in city d.

flows,d Traffic flow from cloud s to clients in city d.

Typical telecom networks (i.e., core, metro, and access networks) are considered. Also, the traffic
traversing through these networks and the corresponding energy consumption are described by the
parameters and variables presented in Tab. 2.
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Table 2: Network parameters and variables (access, metro, and core networks)

Networks Notations Description

Access
network

Parameters Ci,s,d The number of clients located in city d accessing APP i hosted in cloud s.
OLTPWR Power consumption of the Optical Line Terminal (OLT).
ONUPWR Power consumption of the Optical Network Unit (ONU).
Di Client’s download bitrate.

fi,s,d Traffic flow of clients located in city d from APP i in cloud s given as:
fi,s,d = Ci,s,d Di

Npue PUE of the network layer.
L Large enough number.

Variables NONUs Number of ONUs in city s.
NOLTs Number of OLTs in city s.

Metro
network

Parameters MER Energy consumption for metro routers.
MES Energy consumption for metro switches.
MRBR The bitrate of metro routers.
MSBR The bitrate of metro switches.

Variables MNRs The number of metro routers in city s.
MNSs The number of metro switches in city s.

Core
network

Parameters m and n Indices of the source and destination cities (m, n ∈ N) of the SNFN network
architecture.

Nm Set of neighbors of city m in the SNFN architecture.
R Regenerator energy consumption.
CEC Core network router port energy consumption.
TEC Transponder energy consumption.
AEC Amplifier energy consumption.
OECd Optical switch energy consumption in city d.
WBR Wavelength bitrate.
Gm,n The gap between linked core network city (m, n) ∈ N.
MS The maximum span distance of an amplifier.

Am,n The number of amplifiers between city pair (m, n) ∈ N. Am,n =
⌊

Gm,n
MS − 1

⌋
.

Variables rd The number of router ports in core node d.
Fm,n The number of fibers on link m, n.
Ls,d

m,n Traffic flow between city pairs s, d transferred through the physical link m, n.

rs,d
m,n

{ = 1 if App transmitted traffic between cities s, d flow by the physical link m, n
= 0 otherwise

The MILP model of energy consumption is denoted by the following objective:

The objective: is to minimize the total energy consumption:

Npue
(∑

s∈N

NONUs ONUPWR
)

+
(∑

s∈N

NOLTs OLTPWR
)

+ Npue
(∑

s∈N

(MNRs MER) + (MNSs MES)

)

+ Npue
(∑

d∈N

MES rd + ∑
m∈N

∑
n∈Nmm:n�=m

∑
s∈N

∑
d∈N:s �=d

rs,d
m,n TEC + ∑

m∈N

∑
n∈Nmm:n�=m

AEC Fm,nAm,n + ∑
d∈N

OECd

)

+Cpue
(∑

s∈N

X a
i,s PEC + ∑

s∈N

CL flows,d

)
(1)

Formula (1) computes the energy consumption of the SNFN architecture as the sum of the power
consumption of the access, metro, and core networks, as well as the cloud.
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Subject to the next constraints:

Traffic in the cloud architecture:∑
s,d∈N

flows,d =
∑
s,d∈N

flowapp
i,s,d ∀i ∈ A (2)

Constraint (2) guarantees that all the users are accessing an application in a cloud node.

Applications placement in the cloud:∑
s∈N

flowa
i,s,d ≥ APPi,d ∀d ∈ N, i ∈ A (3)

∑
s∈N

flowa
i,s,d ≤ L APPi,d ∀d ∈ N, i ∈ A (4)

Constraints (3) and (4) ensure that the binary variable APPi,d = 1 if cloud d ∈ N is activated to
place the App i ∈ A otherwise APPi,d = 0.

Physical link:

Ls,d
m,n ≥ rs,d

m,n ∀ s, d, m, n ∈ N (5)

Ls,d
m,n ≤ rs,d

m,n ∀ s, d, m, n ∈ N (6)

Constraints (5) and (6) make that the physical link m, n is activated if the traffic flow between city
pairs s, d is transferred by the physical link m, n.

Processing requirements in the cloud:

X a
i,s = APPi,dX a

i,s ∀d ∈ N, i ∈ A (7)

X a
s =

∑
i∈A

X a
i,s ∀d ∈ N (8)

Constraint (7) gives the CPU utilization requirements of App i ∈ A in the cloud. Constraint (8)
gives the total CPU utilization requirements of a cloud d ∈ N.

Traffic demand on the core network:

flows,d =
∑
i∈A

flowa
i,s,d ∀ s, d ∈ N (9)

Constraint (9) gives the traffic flow between cities due to the Apps placed in the clouds.

Flow conservation constraint:

∑
m∈N:m�=n

Ls,d
m,n − ∑

n∈N:m�=n

Ls,d
m,n =

⎧⎪⎪⎨
⎪⎪⎩

Ls,d
m,n i = s

−Ls,d
m,n i = d

0 otherwise

∀ s, D ∈ N : s �= D

(10)

Constraint (10) describes the flow conservation of the core network. It guarantees that the total
outbounding/inbounding traffic in all cities is similar, excepting the source/destination nodes.

Physical link capacity:∑
s∈N

∑
d∈N:i �=j

Ls,d
m,n ≤ WBR Fm,n ∀ m, n ∈ N (11)
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Constraint (11) defines the physical link capacity by making sure that the flow in a link does not
surpass the upper pound capacity of fibers.

The number of router ports in a core network node:

rd ≥
∑

s∈N flows,d

WBR
∀ d ∈ N (12)

Constraint (12) provides the number of router ports in each core network node.

Metro routers:

MNRs ≥ 2

∑
i∈i

∑
d∈N flowa

i,s,d

MRBR
∀ s ∈ N (13)

Constraint (13) provides the number of metro routers in each city.

Metro switches:

MNSs ≥
∑

i∈A

∑
d∈N flowa

i,s,d

MSBR
∀ s ∈ N (14)

Constraint (14) provides the number of metro switches in each city.

3.2 Optimizing Carbon Emissions (CO2)

Carbon emission describes the amount of carbon dioxide (CO2) that is emitted when the energy is
consumed [28], (kgCO2e/kWh) is the unit of measuring the CO2 emissions per kilowatt-hour (kWh).
Also, the parameter relating to carbon emissions is defined in Tab. 3.

Table 3: Carbon emission parameter

Parameter Description

Es The CO2 emission per kgCO2/kWh of energy
consumed in each node s.

The MILP model of carbon emission is represented by replacing the objective in formula (1) as
follow:

The objective: is to minimize the total CO2 emissions:

Npue

(∑
s∈N

Es NONUs ONUPWR

)
+

(∑
s∈N

Es NOLTs OLTPWR

)

+ Npue

(∑
s∈N

(Es MNRs MER) + (Es MNSs MES)

)

+ Npue
(∑

d∈N

MES rd Ed +
∑
m∈N

∑
n∈Nmm:n�=m

∑
s∈N

∑
d∈N:s �=d

rs,d
m,n TEC Ed

+
∑
m∈N

∑
n∈Nmm:n�=m

Em AEC Fm,nAm,n +
∑
d∈N

OECd Ed

)
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+ Cpue

(∑
s ∈N

Es X a
i,s PEC +

∑
s∈N

Es CL flows,d

)
(15)

Formula (15) computes the carbon emission of the proposed approach as the sum of the carbon
emission of the access, metro, and core networks, as well as the cloud.

3.3 Optimizing Energy Cost

Using energies has different costs based on the type of energy used. Thus, the energy cost
parameter is defined in Tab. 4.

Table 4: Energy cost parameter

Parameter Description

ECs The energy costs US dollars $ per kWh of energy
produced in each city s.

The MILP model of energy cost is represented by replacing the objective in formula (1) as follow:

The objective: is to minimize the total energy cost:

Npue

(∑
s∈N

ECs NONUs ONUPWR

)
+

(∑
s∈N

ECs NOLTs OLTPWR

)

+ Npue

(∑
s∈N

(ECs MNRs MER) + (ECs MNSs MES)

)

+ Npue
(∑

d∈N

MES rd ECd +
∑
m∈N

∑
n∈Nmm:n�=m

∑
s∈N

∑
d∈N:s �=d

rs,d
m,n TEC ECd

+
∑
m∈N

∑
n∈Nmm:n�=m

ECm AEC Fm,nAm,n +
∑
d∈N

OECd ECd

)

+ Cpue

(∑
s ∈N

ECs X a
i,s PEC +

∑
s∈N

ECs CL flows,d

)
(16)

Formula (16) calculates the energy cost of the proposed approach as the sum of the energy cost of
the access, metro, and core networks, as well as the cloud.

4 MILP Model Design

In this section, we demonstrate the experiment environment considered to evaluate the proposed
approach, along with the model input parameters and their values. Regarding the environment of
the experiment, the MILP model is solved using A Mathematical Programming Language (AMPL)
software over a Personal Computer (PC) with an Intel Core i7 processor, 1 Terabyte (TB) Solid-State
Drive (SSD) of storage, and 16 Gigabytes (GB) of memory. Additionally, the MILP model input
parameters and their values of the cloud and three levels of networks (access, metro, core networks)
along with the carbon emission and the energy cost are shown in Tab. 5.
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Table 5: Model input parameters and values (cloud, access network, metro network, core network,
carbon emission, and energy cost)

Notations Values

Cloud
input
parameters

Parameters The number of applications (A). 100
Client’s bitrate (Di). 0.5, 5, and 10 Mbps
Processing requirement of
application i (Pi).

20%

Server energy consumption (CES). 1229 Watt [29]
Energy consumption of cloud local
network per bitrate (CL).

2.48 Watts/Gbps [30]

Cloud PUE (Cpue). 1.3 [31]
Access
network
input
parameters

Parameters The number of cloud users in each
city is based on the Saudi
population (Ci,s,d).

The number of users in
each node is determined by
the population in that city,
as shown in Fig. 3.

The maximum number of an App
clients (C).

200 users

ONU devices (NONUs). 512
ONU power consumption
(ONUPWR).

5 Watt [32]

OLT device (NOLTs). 1
OLT power consumption
(OLTPWR).

1842 Watt [33]

Metro
network
input
parameters

Parameters The bitrate of metro routers
(MRBR).

40 Gbps

Energy consumption of metro
routers (MER).

30 Watt [30]

The bitrate of metro switches
(MSBR).

600 Gbps [34]

Energy consumption of metro
switches (MES).

470 Watt [34]

Core
network
input
parameters

Parameters Core network router port energy
consumption (CEC).

638 Watt [35]

Transponder energy consumption
(TEC).

129 Watt [36]

Regenerator energy consumption
(REC).

114 Watt, reach 2000 km
[25,36]

Amplifier energy consumption
(AEC).

11 Watt [37]

(Continued)
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Table 5: Continued
Notations Values

Optical switch energy consumption
(OEC).

85 Watt [38]

Span distance between two
amplifiers (MS).

80 km [37]

PUE of the network (Npue). 1.5 [39]
Carbon
emission
input
parameter

Parameter CO2 emissions per energy produced
(Es).

0.048 kg CO2e/kWh for
solar renewable energy (in
NEOM) and 0.935 kg
CO2e/kWh for fossil fuel
(in other cities) [15,24].

Energy
cost input
parameter

Parameter Cost per energy produced (CEs). $0.068 per kWh for solar
renewable energy (in
NEOM) and $0.18 per
kWh kg CO2e/kWh for
fossil fuel (in other cities)
[9,10].

5 Results and Discussion

This section discusses the SNFN architecture in terms of its energy consumption, CO2 emission
efficiency, and total cost of consuming different energy sources. Furthermore, we evaluate the
proposed approach to place the cloud applications in NEOM compared to a traditional placement
in either Jeddah or Riyadh.

5.1 Saudi National Fiber Network (SNFN) Topology

We use the SNFN network to optimize the cloud data center locations in Saudi Arabia, which has
28 cities, and the distance among these cities (nodes) is obtained using Google Maps [40], as shown
in Fig. 2. In this topology, we consider three different cloud data center locations in Jeddah, Riyadh,
and NEOM. We also consider the population of different cities, as shown in Fig. 3.

5.2 Energy Consumption

This subsection compares the total energy consumption of different cloud data center locations
in Jeddah, Riyadh, and NEOM. Fig. 4 shows the total energy consumption of different scenarios of
cloud locations in the SNFN network architecture and NEOM has the highest energy consumption
compared to other locations. This can be justified due to the trade-off between the extra energy con-
sumed by the network journey to NEOM, and data center energy saved (network energy consumption)
by shortening the network journey through placing applications where the majority of users are located
(i.e., in Jeddah and Riyadh). Also, we compare the energy consumption of placing cloud data centers
in Jeddah and Riyadh to NEOM, as shown in Fig. 5. Using Jeddah and Riyadh as cloud data center
locations shows a limited energy saving compared to NEOM and the total energy savings are only
0.1% and 0.2%, respectively.
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Figure 2: Saudi national fiber network (SNFN) with different cloud data center locations

Figure 3: The population of different cities in Saudi Arabia

5.3 CO2 Emissions

An energy source’s carbon emissions (CO2/kWh) describe the amount of carbon released per
kilowatt-hour of electricity generated, and the unit used in the experiment (tCO2e/kWh) is tons of
CO2 equivalent per kWh. In this work, we have used the data values of carbon emissions stated
in [15,24], and these values are also shown in Tab. 5. We compare the total carbon emissions of
different scenarios of cloud data center locations in Jeddah, Riyadh, and NEOM based on the SNFN
network architecture, as shown in Fig. 6. The result shows that NEOM has the lowest carbon emissions
compared to other locations. In Fig. 7, we also compare the total carbon emissions of placing cloud
data centers in Jeddah and Riyadh to NEOM. We notice that placing the cloud data center in NEOM
shows a significant saving in carbon emissions compared to Jeddah and Riyadh, where the total savings
reach 94.1% and 94%, respectively. Since NEOM has the advantage of the renewable energy resources
available in the city, this resulted in a significant carbon emission saving.
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Figure 4: The total energy consumption of ICT infrastructure in Saudi Arabia, considering 3 different
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Figure 6: The total carbon emissions of ICT infrastructure in Saudi Arabia, considering 3 different
scenarios of cloud locations; NEOM, Jeddah, and Riyadh
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Figure 7: The total saving in carbon emissions of ICT infrastructure in Saudi Arabia, considering
NEOM as a potential cloud location compared to traditional locations in Jeddah and Riyadh

5.4 Energy Costs

This subsection investigates the cost of energy produced in each node s (US dollar $ per kWh).
Using renewable energy has different costs compared to oil and fossil fuels. For example, the electricity
cost of solar renewable energy is $0.068 per kWh [9], whereas the cost of fossil fuel is $0.18 per kWh [10].
These values are also shown in Tab. 5. We compare the total energy cost of different cloud placement
scenarios in Jeddah, Riyadh, and NEOM. Fig. 8 shows the total energy cost of different scenarios of
cloud locations in the SNFN network architecture and NEOM has the lowest energy cost compared
to other locations. In Fig. 9, we compare the total energy cost of placing cloud data centers in Jeddah
and Riyadh to NEOM. We notice that placing the cloud data center in NEOM shows a remarkable
energy cost saving compared to Jeddah and Riyadh, where the total savings reach 61.9% and 61.8%,
respectively. This is due to the use of renewable energy resources available at NEOM city, which assisted
to achieve a notable energy cost saving.
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Figure 8: The total energy costs of ICT infrastructure in Saudi Arabia, considering 3 different scenarios
of cloud locations; NEOM, Jeddah, and Riyadh
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Figure 9: The total saving in energy costs of ICT infrastructure in Saudi Arabia, considering NEOM
as a potential cloud location compared to traditional locations in Jeddah and Riyadh

6 The Heuristic Approach

In this section, we propose the heuristic to validate the eco-friendly approach for reducing carbon
emissions and energy costs over the Saudi Cloud data centers. Optimizing the placement of the
applications over cloud data centers that aims to reduce energy consumption, carbon emissions,
and energy costs is a non-deterministic polynomial (NP) problem. For example, if i is the number
of applications and x is the number of different locations of cloud data centers, then we will have(

x∑
y=1

x!
(x−y)!

)
combinations of likely locations that can be assessed to find the optimal placement, which

results to minimize energy consumption, CO2 emissions, and energy costs. Accordingly, employing
the MILP model to solve large problems is not feasible. In this respect, a heuristic approach can
be used to validate the results obtained from the MILP model besides its fast and simple real-time
implementation. Thus, a heuristic algorithm is developed and indicated as a Heuristic Awareness of
Energy consumption, Carbon emissions, and their related Costs in the Saudi Cloud Data Centers
(HAECC-SCDC).

The HAECC-SCDC heuristic flowchart (presented in Fig. 10) is used for determining the optimal
application placement over the Saudi Cloud data centers based on their energy consumption, carbon
emissions, and energy costs. Also, this heuristic is evaluated using a PC with an Intel Core i7 processor,
1 TB SSD of storage, and 16 GB of memory. Similar to the MILP model, the SNFN network
architecture is considered as an example of a core network. This heuristic took 2 s to evaluate the
HAECC-SCDC; the MILP model and the HAECC-SCDC heuristic show a comparable result in terms
of energy consumption, carbon emissions, and energy costs. The gaps between them are restricted to
a maximum of 1.5%, as shown in Figs. 11–13, respectively.
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Figure 10: Flowchart of HAECC-SCDC heuristic
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Figure 11: The difference between the MILP model vs. HAECC-SCDC heuristic in terms of energy
consumption
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Figure 12: The difference between the MILP model vs. HAECC-SCDC heuristic in terms of carbon
emissions
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Figure 13: The difference between the MILP model vs. HAECC-SCDC heuristic in terms of energy
costs

7 Conclusion and Future Works

This paper presented an eco-friendly approach for reducing the carbon emissions associated with
ICT infrastructure in Saudi Arabia. We developed a MILP model to optimize the energy efficiency
of different cloud data centers’ locations in the SNFN network architecture to reduce the associated
carbon emissions and energy costs. Two different scenarios have been compared, one considered the
traditional cloud data center located in Jeddah and Riyadh, whereas the other considered NEOM as a
potential cloud data center new location to take advantage of its green energy infrastructure. Also, the
cloud data center locations are enhanced with carbon emissions awareness and calculate its associated
energy costs. From the results, we observed that the most carbon-efficient location for the Saudi Cloud
data center is NEOM; and the results also showed that our approach can save up to 94.1% of the carbon
emissions and 61.9% of the energy cost compared to the current physical topology. Finally, a trade-
off occurred between the extra emission consumed by the network route to NEOM; and data center
emissions saved by reducing the network route through placing applications where the most users are
located (i.e., in Jeddah and Riyadh). Thus, the creation of eco-friendly data centers in NEOM would
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result in carbon emissions savings if the latter emission exceeds the former. A part of future work
would be to consider renewable resources for cooling operations along with their expenses, which are
not addressed in this paper in order to further evaluate the capabilities of the proposed approach.
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