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Abstract: At present, the image steganography method based on CNN has
achieved good results. The trained model and its parameters are of great
value. Once leaked, the secret image will be exposed. To protect the security
of steganographic network model parameters in the transmission process,
an idea based on network model parameter scrambling is proposed in this
paper. Firstly, the sender trains the steganography network and extraction
network, encrypts the extraction network parameters with the key shared by
the sender and the receiver, then sends the extraction network and parameters
to the receiver through the public channel, and the receiver recovers them
with the key after receiving, to achieve more secure secret communication.
In this way, even if the network parameters are intercepted by a third party
in the transmission process, the interceptor cannot extract the real secret
information. In this paper, the classical Joseph algorithm is used as the
scrambling algorithm to scramble the extracted network model parameters
of the StegoPNet steganography network. The experimental results show
that when the scrambled parameters are used for secret image extraction, a
meaningless image independent of the secret image is extracted, it shows that
this method can well protect the security of steganography network model. At
the same time, this method also has good scalability, and can use a variety of
different scrambling algorithms to scramble the parameters.
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1 Introduction

Information hiding is mainly divided into steganography for covert communication and digital
watermarking for copyright protection. There are relatively new researches on digital watermarking
[1,2]. At present, the information hiding based on carrier modification is the most studied. Because
digital image is easy to obtain and modify, and there are a lot of redundant data, digital image
is one of the most used cover files in steganography algorithm. The image information hiding in
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the following refers to the information hiding in steganography. Image information hiding is a
communication method that uses images as a carrier to transmit secret information. It requires
the carrier image to maintain good visual quality even after the secret information is embedded.
According to different implementation methods, image information hiding can be roughly divided
into two categories according to different technologies [3], one is called traditional steganography,
which mainly designs a specific cost function to minimize the difference between the cover image and
the stego image, so as to embed secret information and ensure the visual quality of the cover image.
Traditional steganography have many classical algorithms, such as the least significant bit matching
(LSBM) [4], close to the optimal coded trellis code STC(syndrome trellis codes) [5], and HUGO
(highly undetectable stego) [6], WOW (wavelet obtained weigh) [7] that use the image’s own content for
adaptive steganography this kind of method usually has high security. Reversible information hiding
is a new research hotspot in the traditional information hiding field in recent years. For example, Qin
et al. proposed an adaptive reversible data hiding scheme for encrypted images [8]. The other is called
deep steganography, which mainly uses deep learning technology based on deep convolutional neural
network(DCNN) [9], through designing different network structures and loss functions, using sample
data for training to automatically obtain stego images. In 2017, Baluja [10] proposed a CNN based
steganography model to hide color image in color image for the first time. In [11] Zhang and Dong
proposed a new GAN(generative adversarial networks) structure ISGAN(invisible steganography via
GAN), which hides the secret gray-scale image in the color cover image at the sending end, and
accurately extracts the secret image at the receiving end. The StegNet proposed by Wu and Yang et al.
[12] successfully hides the color secret image into the same-frame cover image. In [13], Yu is based on
the structure of CycleGAN and introduces class activation mapping (CAM) [14], and inconsistency
loss, to realize effective image information hiding and extraction. The deep convolutional network
proposed by Baluja in [15] realizes the hiding of multiple color secret images in one cover image. Recent
studies have shown that coverless image steganography can effectively resist the existing steganalysis
tools. Therefore, many coverless deep steganography have emerged, such as [16–19].

At present, DCNN-based methods realize information hiding and extraction through syn-
chronous training of the hiding network and extraction network. This means that if the receiver wants
to extract secret information in stego image, it must rely on a relatively complete extraction network.
Almost all of these methods are based on the premise that the model and parameters will not be leaked
in the process of channel transmission. Although only the extracted network structure is leaked, the
content of the secret image will not be leaked, but if the model parameters are leaked at the same time,
it will inevitably lead to an increase in the risk of leaking secret information, thereby endangering
communication security and copyright protection. Therefore, it is necessary to protect the model
parameters of the extracted network to prevent the leakage of secret images. Based on the existing
image information hiding network model, this article proposes a scrambling encryption method for
extracting network parameters. After the sender completes the synchronization training, it scrambles
and encrypts the extracted network parameters and sends it through the public channel. After receiving
it, the receiver uses the key to restore the parameters of the extraction network, and finally completes
the extraction of the secret image. The advantage of this method is that even if the parameter values
of the scrambled and encrypted network model are leaked during transmission, the third party still
cannot use the intercepted parameter values and the network model to normally extract the secret
image, and even cannot know the high frequency of the secret image, such as the approximate outline
of the image content.
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2 Method

We believe that although the existing DCNN based image information hiding methods have made
great progress in capacity, the security of their transmission cannot be guaranteed. Therefore, we
propose a scrambling encryption method for extracting the parameter values of the network model to
improve the security.

2.1 Joseph Scrambling Encryption Algorithm
Joseph ring is a classic mathematical application problem, which is widely used in scrambling

encryption [20]. In recent years, with the development of computers, figures have gradually become
an important digital medium, so there have been many Joseph scrambling encryption for images [21].
It is known that there are n people (numbers 1, 2, · · · , n respectively) sitting around a round table.
Start counting from the person number k, and the person who counts to m will be killed; then his next
person starts counting from 1, and the person who counts to m will be killed again, and so on until the
round table only one person is sitting around and the remaining n − 1 people will all be killed. Joseph
scrambling encryption borrowed from this idea, placing the first person killed in the first position of
the new array n′, and put the second person killed in the second position of the new array n′ and so
on, and then put the last remaining unkilled people in the last position of the new array n′, so that we
scramble an ordered array n into a new one array n′. We call the number k the starting position, the
interval m is the Joseph distance, and k and m are the keys of the algorithm.

The confusion degree is an objective index used to evaluate the clutter degree of scrambling targets.
Li [22] proposed a definition of the confusion degree for the two-dimensional image. He measures the
confusion degree of each pixel by calculating the distance of the position change of each pixel before
and after scrambling, and obtains the scrambling degree of the image by adding and normalizing the
scrambling degree of all points. It is assumed that the gray value of pixel (i, j) in image A is transformed
into pixiv (trow (i, j) , tcol (i, j)) in image B by scrambling transformation T . Define the confusion degree
of image A by this transformation T as:

sT(A) = 1√
(n × m)

3

n∑
i=1

m∑
j=1

√
(i − trow(i, j))2 + (j − tcol(i, j))2 (1)

where n and m respectively represent the length and width of the image. The value range of sT is [0, 1].
The larger the value, the higher the confusion degree after scrambling.

We modify it to get the definition of the confusion degree of the one-dimensional sequence.
Assuming that the value of the element (i)in sequence A is changed to element (t (i)) in sequence B
by scrambling transformation T , the confusion degree of sequence A by transformation T is defined
as:

sT(A) = 1
n2

n∑
i=1

‖i − t(i)‖1 (2)

where n represents the length of the one-dimensional sequence. The value range of sT is [0,1]. The
larger the value, the higher the confusion degree after scrambling. However, due to the limitations of
the scrambling algorithm, the maximum value of the Joseph scrambling algorithm is 0.5. Fig. 1 shows
an example of Joseph scrambling.
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2.2 The Extraction Network Structure of StegoPNet
In this paper, the extraction network of StegoPNet [23] is selected as the object model for

parameter scrambling. Because the extraction network has enough convolutional layers to facilitate
our scrambling, and it also has relatively few parameters and FLOPs, can improve the transmission
efficiency and save the computing resources of the receiver. The overall framework of the extraction
network is shown in Fig. 2, and the detailed architecture information of extraction network is shown
in Fig. 3 and Tab. 1. The structure of the extraction network is divided into three modules: down-
sampling, pyramid pooling, and up-sampling. Under normal circumstances, the sender uses the hidden
network to obtain the stego image and transmits it to the receiver through the public channel. The
receiver uses the extraction network to extract the secret image, and the semantics of the extracted
secret image is consistent with the original secret image. Our work mainly scrambles encrypts the
convolutional layer parameter in the down-sampling and up-sampling modules. This is because these
two modules have 4 and 5 convolutional layers, and each layer contains 32 to 256 groups of varying
numbers of convolution kernels that have enough parameters. The pyramid pooling module is mainly
composed of a pooling layer and a single convolutional layer, with relatively few parameter values,
which is not conducive to the operation of scrambling encryption.

Figure 1: Joseph scrambling when k = 6 and m = 5, and the confusion degree is 0.3194 at this time

Figure 2: The extraction network framework
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Figure 3: The detailed architecture of extraction network, c, h, w in [c, h, w] represent channel, high,
and weight of future map respectively

Table 1: The details of convolution in extraction network, c, n, c′ in (c, n × n, c′) represent channel
before convolution, convolution kernel size, and channel after convolution respectively

Details of convolution Extraction network

Conv() + BN + ReLU (3, 3 × 3, 32)

Conv() + BN + ReLU (32, 3 × 3, 64)

Conv() + BN + ReLU (64, 3 × 3, 128)

Conv() + BN + ReLU (128, 3 × 3, 256)

Pyramid pooling module

DeConv() + BN + ReLU (576, 4 × 4, 128)

DeConv() + BN + ReLU (256, 4 × 4, 64)

DeConv() + BN + ReLU (128, 4 × 4, 32)

DeConv() + BN + ReLU (64, 4 × 4, 16)

Conv() + BN + Sigmoid (16, 3 × 3, 3)

2.3 Scrambling of Extraction Network Model Parameters
This section will introduce the proposed parameter scrambling method in detail. We mainly

scramble the parameters of the convolutional layer, and treat the convolution kernels in the same
convolutional layer as independent individuals and scramble them. In the scrambling process, only
the position of the convolution kernel changes, and the interior of the convolution kernel remains
unchanged. What needs to be clear is that for convolution kernel scrambling, since the number of
convolution kernel channels c between different convolution layers is different, we cannot perform
cross-layer scrambling on it, that is, the convolution kernel located in the layer A scrambling to layer
B. The scrambling steps are as follows:

1) Read the parameters of each convolutional layer L = {Li}(i = 1, 2, · · · , n) from the parameter
file of the trained extraction network model;
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2) For the convolutional layer Li, we perform Joseph scrambling encryption on the key K shared
by the sender and receiver to obtain the encrypted convolutional layer L′

i;
3) Write the scrambled convolutional layer Li into the location corresponding to the model

parameter file of the extracted network, and send it to the receiver along with the model;
4) After receiving the extracted network, the receiver only needs to inverse scramble the model

parameters according to the key K to obtain the correct network model parameters, to correctly
extract the secret image.

Since in this process, we only scrambled the position of the parameter without changing the
original value of the parameter, the receiver can restore the parameter losslessly without affecting
the accuracy of the extraction network.

3 Experiment

The network is trained for 150 iterations. GPU-NVIDIA GeForce 1080, the PyTorch version we
use is 1.2.0, and the version of python is 3.6.5. From the test images of the network, we randomly
selected a part as the data set of the experiment, and selected a pair of images (one is the cover image
and the other is the secret image) as an example image, as shown in Fig. 4. At the same time, we selected
7 different confusion degrees (0.20, 0.25, 0.30, 0.35, 0.40, 0.45, and 0.50) for comparative experiments
to analyze and study the effect of parameter scrambling under different confusion degrees. For the 9th
layer of convolution, that is, the last layer of convolution of the extraction network, because the number
of convolution kernels is too small (only 3), the confusion degree has only 3 values, which are 0, 0.2222,
0.4444, therefore, this experiment uses uniform randomness parameter is 0.4444 when scrambling as
the ninth layer the convolution kernel. We will prove in the last subsection of the experiment that the
9th layer of convolution mainly acts on the color generation of the image, and has little effect on the
generation of image semantic information.

Figure 4: (a) Is a cover image, and (b) is a secret image

In this section, we refer to the image extracted by the extraction network without parameter
scrambling as s′, and the image extracted by the extraction network after parameter scrambling as
s′′. In this experiment, two indexes are used to evaluate the quality of generated images, namely peak
signal-to-noise ratio (PSNR) [24] and structural similarity (SSIM) [25]. PSNR is an index used to
evaluate the ratio between the maximum signal and background noise. The larger its value, the smaller
the distortion of the image. SSIM is an index to measure the similarity of two images. The value range
of SSIM is between 0 and 1. The larger the value, the smaller the difference between the two images.
When SSIM is equal to 1, it means that the two images are the same.
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3.1 Single Convolutional Layer Scrambling
First of all, we only scramble a certain layer of convolution kernel separately. When the confusion

degree is 0.35, the experimental results are shown in Fig. 5. And Fig. 6 shows the images extracted
by the extraction network when only the first layer is scrambled under different confusion degrees.
It can be seen that although only scrambling the single-layer parameters has an effect. But the effect
is not obvious, and the outline of the secret image can still be seen, and even (f) and (g) of Fig. 5
are not much different from the original image intuitively. Then we further performed a single-layer
scrambling experiment on all seven confusion degrees, and calculated the PSNR and SSIM between
s′ and s′′, as shown in Tab. 2. From Tab. 2, we can see that for the fifth-layer convolution kernel of
the extraction network, that is, the first-layer convolution kernel of the up-sampling part, regardless
of the confusion degree, the SSIMs of s′ and s′′ are close to 1 (actually they are all more than 99.3%).
This means that extracting the fifth layer of the network has little effect on the generation of image
semantics. Therefore, we believe that the first layer of the up-sampling part of the convolutional layer,
its role may only be to enlarge the feature to facilitate subsequent calculations, instead of directly
calculating the feature map.

Figure 5: (a) Is the image extracted by the network when the parameters are not scrambled. (b)–(j) are
the images extracted by the network when only the first to ninth layers are scrambled

In addition, from Tab. 2 we can also see that the closer the convolution layers at both ends are
scrambling, the lower the values of PSNR and SSIM between s′ and s′′, and the closer the convolution
layer in the middle re scrambling, the higher the values of PSNR and SSIM between s′ and s′′. This
means that when the computing power resources are limited, and we can only scramble the single-layer
convolution kernel, we can choose to scramble the first layer or the penultimate layer of the extraction
network. The SSIM and PSNR value between s′ and s′′ are the smallest, that is, the scrambling effect
at this time is the best.

Although we can achieve our goal by scrambling the convolution layer of the first layer and the
penultimate layer, the third party cannot extract the secret image normally, but the effect is not very
ideal at this time, we can still see the secret image’s outline from s′′.
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Figure 6: (a) shows the image extracted by the network parameters are not scrambled (b)–(h) are the
images extracted from the network after only scrambling the first layer when the confusion degrees is
0.20 to 0.50

Table 2: The PSNR and SSIM between s′ and s′′

Confusion degree 0.20 0.25 0.30 0.35 0.40 0.45 0.50

layer 1 SSIM 0.0582 0.1562 0.0606 0.2893 0.0456 0.0683 0.0517
PSNR 6.1161 7.6620 5.4935 12.5353 5.5713 8.8478 6.7532

layer 2 SSIM 0.4753 0.4317 0.2747 0.4185 0.1276 0.3341 0.2568
PSNR 12.2174 16.7473 8.7055 11.1957 7.2172 9.8359 9.2661

layer 3 SSIM 0.9530 0.7248 0.9275 0.9046 0.6852 0.9165 0.7932
PSNR 27.3488 17.1127 27.7253 24.4450 17.7074 23.4441 21.8470

layer 4 SSIM 0.7223 0.7860 0.7867 0.9426 0.6533 0.6047 0.7260
PSNR 16.6702 20.5709 19.1622 27.9762 17.7045 9.0903 14.4421

layer 5 SSIM 0.9945 0.9961 0.9938 0.9962 0.9951 0.9961 0.9942
PSNR 39.3148 39.9546 37.9003 39.8428 39.7805 40.5084 38.0559

layer 6 SSIM 0.9696 0.9652 0.9639 0.9670 0.9646 0.9656 0.9546
PSNR 31.8117 31.4799 30.3850 31.3152 30.1609 30.8125 29.7699

layer 7 SSIM 0.3803 0.6441 0.4665 0.5045 0.5077 0.6333 0.3471
PSNR 9.0711 14.4515 11.9851 10.7813 11.8638 14.5241 9.4231

layer 8 SSIM 0.0055 0.0818 0.2167 0.2776 0.1548 0.1481 0.2272
PSNR 8.4233 6.0528 10.2517 11.5025 9.2494 7.1790 10.1027

3.2 Multi-Layer Convolution Layer Scrambling
Since the effect of scrambling only on a single layer is not ideal, in this part of the experiment, we

decided to perform multi-layer scrambling according to the network module of the extracted network.
That is, only the down-sampling module is scrambled, only the up-sampling module is scrambled, and
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the entire extraction network is scrambled. Fig. 7 shows the image extracted by the extraction network
when the confusion degree is 0.35, only scrambling down-sampling, only scrambling up-sampling, and
all scrambling. It can be seen that when only the down-sampling module is scrambled, the obtained s′′

can see the outline of cover images, when only the up-sampling module is scrambled, the obtained s′′

can not only see the outlines of some secret images but also the outlines of some cover images, when
the entire extraction network is scrambled, the obtained s′′ can also see the outline of cover images,
this means that there is no need to waste additional computing resources to scramble the convolution
layer of the whole extraction network. But in the above three cases, their visual effect is worse than
that when only single convolutional layer is scrambled, this shows that we can scramble the multi-layer
convolution kernel to achieve better target effect when the computational resources allow. Similarly,
we compared the PSNR and SSIM between s′ and s′′ obtained by the three scrambling methods under
different confusion degree. The specific data is shown in Fig. 8.

Figure 7: (a) Is the figure extracted by the network parameters are not scrambled, (b) is the figure
extracted by the network when only scrambled down-sampling, (c) is the figure extracted by the
network when only scrambled up-sampling, (d) is the figure extracted when the network is all
scrambled

As can be seen from Fig. 8, for these three cases, the maximum PSNR does not exceed 9, and
the maximum SSIM does not exceed 0.16. This shows that for scrambling only down-sampling and
scrambling only up-sampling, although it can see some contour information, it still achieves our
expected goal. For all scrambling, it does not significantly improve the scrambling effect.

3.3 Convolutional Layer and Convolution Kernel Channel Scrambling
In the first two experiments, we have always regarded the convolution kernel as a whole, and

scrambled the whole convolution kernel. But in fact, the convolution kernel is composed of C one-
dimensional filters with the size of H × W , where C is the number of channels of the convolution
kernel, and H and W are the length and width of the convolution kernel respectively. We can treat
all N convolution kernels in a convolutional layer as N × C, one-dimensional filters for scrambling,
which greatly increases the complexity of our scrambling, and can achieve better results, where N is
the number of convolution kernels in each convolution layer. Because of the extraction network used
in this experiment, the size of the convolution kernel of each layer is not the same, so we still only
scramble the same layer in this part. For some CNNs where the size of each layer of the convolution
kernel is the same, you can put the convolution kernels of all layers together for scrambling, but it
should be noted that this will greatly increase the time complexity. We directly scramble it in multiple
layers, that is, scramble it according to the lower sampling module, the upper sampling module, and
the whole extraction network. The results are shown in Fig. 9.
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Figure 8: PSNR and SSIM when scrambling different module

Figure 9: (a) Is the image extracted by the network parameters are not scrambled, (b) is the image
extracted by the network when only scrambled down-sampling, (c) is the image extracted by the
network when only scrambled up-sampling, (d) is the figure extracted when the network is all
scrambled

We can see that due to the increased complexity of the scrambling, the s′ effect obtained after
the scrambling is better than the effect obtained in the first two parts. No matter which module is
scrambled, the result is an image completely unrelated to the secret image.
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3.4 Role of the Ninth Layer of Convolution
Because the 9th layer of convolution has only 3 convolution kernels, we experimented with all 5

(According to the combination arrangement, there are a total of A3
3 = 6 cases, one of which is not

scrambled) scrambling cases. Fig. 10 shows the images extracted by the extraction network when only
the 9th layer is scrambled under different scrambling situations. From a visual point of view, s′ and s′′

have almost no difference in semantic information except for color. We convert s′ and s′′ under different
scrambling conditions into grayscale images through the rgb2gray function that comes with Matlab.
The transformation formula is shown in Eq. (3):

GRAY = 0.30R + 0.59G + 0.11B (3)

where R, G and B represent the red channel, green channel, and blue channel respectively in the original
color image, GRAY represents the grayscale image obtained after the original color image is converted.

Figure 10: (a) Is the image extracted by the network parameters are not scrambled, (b)–(f) are the
images extracted by the network after the ninth layer is scrambled under different confusion degrees

Then calculate the SSIM between the converted gray-scale images, and the experimental results are
shown in Fig. 11. It can be seen that the SSIM is above 0.8 in each case of scrambling, indicating that
the semantic information of the image obtained before and after the 9th layer parameter scrambling
is not much different. Therefore, we believe that the 9th convolutional layer of the extraction network,
that is, the last convolutional layer of the extraction network, is mainly responsible for the generation
of image colors, and has little to do with the generation of image semantic information.
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Figure 11: from left to right shows the SSIM between s′ and s′′ corresponding to 10 test images in the
case of scrambling corresponding to Figs. 10b–10f

4 Conclusion

In the past, the security of the DCNN information hiding method is to consider the encrypted
image itself. This paper proposes an extraction network of steganography model data protection
method based on scrambling encryption, avoid the leakage of secret information caused by the
exposure of the extracted network in the public channel. We choose Joseph scrambling algorithm to
scramble the extraction network of StegoPNet. Considering the different computing resources of the
receiver, we divided the experiment into three parts according to the increasing demand for computing
resources. The first is to scramble the single-layer convolution layer. The experimental results show
that a good result can be obtained by scrambling the first and penultimate layers of the extraction
network under the condition of limited computing resources. Then, the multi-layer convolution layer
is scrambled. Although this method can achieve better results, it can still see the contour information
from the image extracted from the scrambled extraction network. Finally, we scramble the convolution
layer and the number of channels. This method can achieve the best effect. The extracted image is
almost a pure color image. In future work, we will focus on the universality of the algorithm, that is,
whether it can achieve good results in other extraction networks. At the same time, we will also look
for some better scrambling algorithms to make the algorithm achieve better results.
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