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Abstract: A large number of nodule minerals exist in the deep sea. Based on
the factors of difficulty in shooting, high economic cost and high accuracy of
resource assessment, large-scale planned commercial mining has not yet been
conducted. Only experimental mining has been carried out in areas with high
mineral density and obvious benefits after mineral resource assessment. As an
efficient method for deep-sea mineral resource assessment, the deep towing
system is equipped with a visual system for mineral resource analysis using
collected images and videos, which has become a key component of resource
assessment. Therefore, high accuracy in deep-sea mineral image segmentation
is the primary goal of the segmentation algorithm. In this paper, the existing
deep-sea nodule mineral image segmentation algorithms are studied in depth
and divided into traditional and deep learning-based segmentation methods,
and the advantages and disadvantages of each are compared and summarized.
The deep learning methods show great advantages in deep-sea mineral image
segmentation, and there is a great improvement in segmentation accuracy and
efficiency compared with the traditional methods. Then, the mineral image
dataset and segmentation evaluation metrics are listed. Finally, possible future
research topics and improvement measures are discussed for the reference of
other researchers.
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1 Introduction

The ocean area accounts for more than 70% of the Earth’s total area and contains rich mineral
resources. The proven deep-sea mineral reserves are as high as 10 billion tons, which is a hundred times
that on land [1]. The reserves in the Clarion Clipperton Fracture Zone (CCZ) of the Pacific Ocean
alone are many times larger than the reserves of economically exploitable minerals on land today [2].
If substantial mineral resources such as sulfides, manganese, and cobalt-rich nodules in the deep sea
can be explored and effectively exploited, the plight of terrestrial resource scarcity can be alleviated to
a certain extent.

At present, the methods of seabed resource assessment mainly rely on three methods: sampler
sampling, multibeam echo reflection, and underwater high-definition (HD) cameras. The three meth-
ods complement each other. The sampler (e.g., box corer, multicorer, gravity corer) can directly obtain
the mineral morphology and accurately calculate the mineral abundance and additional information
through sampling. However, due to the limited number of samples and high sampling cost, this method
is not suitable for resource assessment of minerals on a large scale. Multibeam echo reflection enables
the evaluation of mineral resources by constructing relationships between multibeam echo intensity
and polymetallic nodules with different coverage, and abundance at different incidence angles, but
the evaluation results lack individual mineral information. The deep towing system uses captured
images for mineral resource analysis by setting up visual sensors on the vessel’s bottom, which has
the advantages of high efficiency, accuracy, and low cost. On the one hand, the fast-towing high-
speed camera can acquire an extensive range of near-continuous deep-sea mineral images. On the
other hand, high-quality deep-sea mineral images combined with well-performing image processing
algorithms can quickly acquire mineral distribution information in mining areas. The underwater HD
camera system can be combined with sampling results and multibeam reflection data for mining use,
accurate sampling data to correct the image assessment data, and sub-accurate image assessment data
to correct the mine data obtained from multibeam reflection. By combining points, lines, and surfaces
to build a mathematical model between the three, the accuracy of the resource assessment is further
improved.

Deep-sea mineral resource assessment needs to obtain the abundance, coverage, and grain size
of the mineral area for deep-sea mining service, so the mineral boundary needs to be determined by
accurate segmentation of deep-sea mineral images, i.e., to obtain the important mineral boundary
map from the large number of images collected by the deep towing system. Therefore, we need to
study the deep-sea mineral segmentation algorithm. The segmentation algorithm is defined as adding
labels (e.g., nodule minerals, seafloor organisms, and sediment) to each pixel in the seafloor mineral
image to separate the foreground minerals from the background. This process makes the pixels with
the same label have some common visual characteristics, as shown in Fig. 1.

Due to the harsh working environment on the seafloor, there are many technical difficulties
in the segmentation of deep-sea mineral images. First, the light sources of acquisition robots (i.e.,
autonomous underwater vehicles (AUVs) and remotely operated vehicles (ROVs)) are of various
forms. Meanwhile, image capture is affected by light reflection, scattering, absorption, and attenuation
due to the tendency of seawater to absorb suspended particulate matter [3]. Therefore, deep-sea
imaging suffers from low contrast, overexposure, blurring, and color distortion. Second, some minerals
may be obscured by mud and sand or marine organisms. In addition, pores may exist on the mineral
surface, which makes it challenging to obtain the actual boundaries effectively. Finally, due to the
complex type of seafloor geomorphology, seafloor minerals are attached to different topographies,
which makes the distance between the deep towing system and minerals near and far, resulting in
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errors in laser scale imaging and difficulties in constructing a relationship model between the physical
distance and the digital distance of the image, as shown in Fig. 2.

Figure 1: An example of deep-sea mineral image segmentation results. (a) Original image. (b) Image
segmentation result

Figure 2: Images of seabed minerals under different areas, illuminations and depths

Several factors mentioned above make deep-sea mineral image segmentation difficult, and many
natural image segmentation methods cannot be directly migrated to deep-sea nodule mineral image
segmentation. At present, the research on deep-sea mineral image segmentation methods lags behind
that of terrestrial mineral image segmentation. In this paper, a comprehensive description of represen-
tative deep-sea mineral image segmentation methods is given, traditional methods and deep learning
methods for deep-sea nodule mineral image segmentation are compared and analyzed, and their
performance and efficiency are discussed. Finally, the future trend of the development of deep-sea
mineral image segmentation methods is foreseen.

2 Deep-Sea Nodule Mineral Segmentation Algorithm

Based on the current research on deep-sea nodule mineral image segmentation methods, this paper
divides deep-sea mineral image segmentation algorithms into traditional segmentation methods and
deep learning segmentation methods.

2.1 Traditional Segmentation Methods
2.1.1 Threshold-based Segmentation Methods

Threshold segmentation is the simplest image segmentation method, which divides the gray levels
of an image into parts with one or more thresholds, considering pixels of the same gray level as
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belonging to the same class of objects [4]. Only a single threshold value is selected for deep-sea mineral
images if the mineral type is not considered.

Park et al. [5] first segmented mineral images collected in the KODOS (Korean Deep Ocean Study)
zone of the North Pacific Ocean by repeatedly performing contrast enhancement and median filtering
to clarify the image edges and separated the minerals using threshold segmentation. Then, Park et al.
[6] compensated for illumination by modeling depth information and grayscale variation, and then
automatically classified the images into four categories, very sparse, sparse, medium, and dense based
on the variance of the mineral images, and limited the threshold search range in the Otsu algorithm
according to the nodule abundance. This method relies too much on the a priori characteristics of the
image, does not generalize well, and is prone to under segmentation if the grayscale range spans a wide
range.

Zhang et al. [7] proposed removing the pitch-black areas on both sides of the original image
that could not be analyzed and processed to solve the illumination inhomogeneity problem. Then,
the Niblack local binarization method was used instead of the global thresholding method to obtain
the preliminary segmented images. Finally, the results were obtained by processing the pores within
the mineral particles through morphological operations. However, this method directly discards the
regions with poor brightness that will lose many details, and the choice of neighborhood size has a
large impact on the Niblack thresholding segmentation results.

Schoening et al. [8] proposed the compact-morphology-based polymetallic nodule delineation
(CoMoNoD) method, which dynamically determines thresholds based on heuristic ideas. In the image
preprocessing stage, the contrast between nodule minerals and sediments is improved using median
filtering, cubic difference scaling of the image, Gaussian filtering, and feature-space-based illumination
and color enhancement (fSpice). In the segmentation stage, the image is converted into a grayscale
image, and then a binary image is obtained by applying a compactness heuristic to determine the
threshold dynamically; in the image postprocessing stage, by determining the nodule mineral centroid
and using their convex hull to determine the contours, and finally ellipse fitting of the contours,
the whole algorithm can achieve fast processing of deep-sea mineral images with GPU (graphics
processing unit) boosting. This method shows comparable coverage results compared with three
other clustering segmentation methods, PCCA [9], Rapid PCCA [10,11], and ES4C [12]. In contrast,
CoMoNoD does not require training and runs the fastest, satisfying the requirement to complete
quantitative analysis of nodule mineral abundance over several square kilometers within the cruise
period. However, the algorithm is prone to misclassify other objects as nodule minerals, and the
accuracy of resource assessment is limited.

Ma et al. [13] proposed using the MSR (multiscale retinex) enhancement algorithm for prepro-
cessing. MSR [14] draws on the idea that the human visual system perceives the color and luminance
of the target object to enhance the gray level of the RGB channel, thereby reducing the effect of color
fading and making the image more consistent with human visual characteristics. The algorithm sets
the ROI (region of interest) region for grayscale processing, uses bilateral filters to eliminate noise,
equalizes the average image brightness by window histogram, and finally obtains the segmented image
by window binarization. Window histogram equalization can effectively improve the global brightness
of the image compared with global histogram equalization, and window binarization can obtain more
details of the nodule boundary than global binarization. The segmentation results are more consistent
with the morphological characteristics of the minerals.

Mao et al. [15] proposed a local threshold segmentation method based on the calculation of
background gray values to solve the problem of morphological defects caused by factors such as
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uneven illumination and sediment coverage. Compared with the direct use of morphology to repair the
object shape, this method repeatedly performs subtraction of the image background gray value and
adjustment of the background gray value without the problem of disappearing the gap between nodule
individuals and subsequent difficulty in segmenting them apart. However, the segmented morphology
of nodule minerals can be distorted to some extent and does not correspond well to the actual nodule
minerals morphology.

2.1.2 Clustering-based Segmentation Methods

Clustering is an algorithm that combines pixels with similar features such as texture, color, or
grayscale values into the same class.

To solve the blurring problem arising from factors such as poor focus and sediment churning in
deep-sea nodule mineral images. Zhang et al. [16] borrowed the idea of the image restoration technique
[17] and argued that the seafloor light-sensitive intensity distribution is the essence of the degradation
problem. The algorithm obtains an image of the seafloor light intensity distribution by fast Fourier
transform and exponential filtering. It subtracts it from the original image by a certain percentage to
eliminate the effect of distortion. After preprocessing, the nodule minerals are classified into three
categories: bare nodules, shallowly buried nodules, and deeply buried nodules by clustering. The
segmentation result is obtained by neighborhood filtering. This method can remove the interference
caused by uneven illumination and enhance the sharpness of the image, increasing the contrast between
the foreground and background.

To solve the problem of difficulty in establishing mapping relationships between feature vectors
and classes directly, Schoening et al. [9] proposed the pixel-classification by cluster annotation
(PCCA) based on hierarchical hyperbolic self-organizing map (H2SOM) [18], which introduces cluster
prototypes based on the original mapping of feature vectors to classes to form a mapping of feature
vectors to cluster prototypes and then to classes. The algorithm is divided into three stages. Gaussian
filtering and histogram equalization are used in the first stage to correct the image brightness and
contrast. In the second stage, unsupervised training is performed, and the color histogram of each
pixel neighborhood is represented as a 48-dimensional feature vector. The feature vectors are mapped
to 161 cluster prototypes by H2SOM. The feature vectors are mapped to the best-matching unit (BMU)
using a beam search algorithm based on the Euclidean distance. Pattern recognition experts assigned
161 clusters to nodule minerals or backgrounds for image binarization. In the third stage, individual
nodules were delineated by using blob detection and shape analysis. In terms of efficiency, the whole
algorithm is inefficient, taking 3 s for image preprocessing, 3 s for feature extraction, and 18 s for
H2SOM mapping, which makes this algorithm only available in the laboratory and does not meet the
demand for real-time segmentation.

Schoening et al. [10,11] proposed Rapid PCCA by refactoring the PCCA code. It cuts the image
into blocks that can be processed independently and places each block in GPU registers for parallel
processing to achieve GPU acceleration in the fSpice color normalization, Gaussian filtering, feature
extraction, and H2SOM mapping stages. In addition, parallel optimization improves CPU (central
processing unit) and GPU utilization by refactoring the code to assign the three steps of preprocessing,
H2SOM mapping, and postprocessing to three threads, which communicate through work queues.
Cache efficiency has also been improved. These optimizations have reduced the time to rapidly segment
a single image from 24 s to 0.3 s, making it possible to segment nodule mineral images on a research
vessel.
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Schoening et al. [12] proposed the evolutionary tuned segmentation using cluster co-occurrence
and a convexity criterion (ES4C) to achieve fully automated image segmentation. The feature vector
extraction and the H2SOM mapping in the ES4C algorithm are similar to the PCCA method, rather a
compactness function is constructed, and the function value is maximized using a genetic algorithm.
The compactness function combines the morphological compactness of the nodules and feature
similarity in different parts of nodules to indicate the degree of segmentation quality. The algorithm
applies to different datasets and clustering methods. However, the algorithm still has shortcomings.
On the one hand, the heuristic algorithm implies that the optimal solution may not be found, and on
the other hand, the compactness formula is prone to assign half of the clusters to a class, which can
result in incorrect segmentation if multiple clusters form a single class of clustering results.

2.1.3 Spectral Information Based Segmentation Methods

Multispectral or hyperspectral images record the feedback information of spectral reflectance and
spectral values of various objects under different bands of spectral irradiation. The segmentation algo-
rithm based on spectral information uses the spectral features, spectral angles and other information
of deep-sea mineral images at different wavelength bands to perform segmentation.

Sharma et al. [19] segmented deep-sea mineral images using ERDAS software, which provides
a neural network-like approach. First, there is an unsupervised segmentation process where the
algorithm assigns categories and gray levels to each pixel based on the similarity of the spectral features,
and then the results are processed for supervised segmentation. In the supervised segmentation
process, the expert creates polygonal selections around a portion of targets with typical features (e.g.,
manganese nodules and sediments), assigns different labels to different selections, merges targets
belonging to the same category, and then chooses one of three algorithms, maximum likelihood (ML),
Mahalanobis distance (MHD), or minimum distance (MD), to extend the type information of the
labeled area of the image extrapolated to the unknown area of the whole image. The shortcomings of
this method are that it requires an expert to create the category templates in the image. Furthermore,
low-contrast regions and pixel-crossing regions are often not subdivided.

Dumke et al. [20] performed image segmentation on deep-sea hyperspectral image data by using
two supervised classification methods, support vector machine (SVM) and spectral angle mapper
(SAM) on ENVI software. The SVM takes the features of the target object as training samples and
minimizes the empirical training error to achieve image segmentation. SAM performs the MNF
transform on the spectral features to obtain spectral vectors by dimensionality reduction, matches
them according to the reference spectra. Finally, it calculates the angle between the wave spectra to
identify the feature regions and obtains the segmentation results. Both methods require labeled data
for training, and the results show that SVM segmentation outperforms SAM since SVM allows for
errors in training, thus improving generalization to unknown data. However, the segmentation results
of both methods are poorly connected and are less effective for segmenting nodule minerals on the
side of the back to the hyperspectral imager.

Lu et al. [21] used an improved active contour model to segment multispectral images of deep-
sea nodule minerals at different wavelengths after noise reduction, smoothing, and erosion. It was
demonstrated that this method could effectively segment low-contrast images. Among them, the
spectrum at 650 nm wavelength performs the best. The whole algorithm does not require manual
operation and can run in real-time on an ordinary computer.
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2.2 Deep Learning Segmentation Methods

Convolutional neural networks (CNNs) [22] are the basis for which deep learning has achieved
dominance in the image domain. It usually consists of four types of construction layers, convolutional
(Conv), nonlinear, pooling, and fully connected (FC) layers. A loss function is used to calculate
the model’s performance with specific weights by forward propagation on the training dataset. The
weights are updated based on the loss values by backpropagation using a gradient descent optimization
algorithm. A CNN is shown in Fig. 3. The Conv layer plays a key role in the CNN, consisting of
many mathematical operations. The nonlinear layer, also called the activation layer, enhances the
expressiveness of the model and enables it to learn more complex patterns. The classical activation
functions [23] are sigmoid, tanh, ReLU, Leaky ReLU, etc. The function of the pooling layer is to
remove the redundant part of the input features and reduce the size of the represented space to reduce
the parameters and computation and control overfitting. The neurons in the fully connected layer are
fully connected to all neurons in the previous layer, and it will finally spread them into a single vector
that can be used as input for the next stage. Classical CNNs include LeNet [24], AlexNet [25], ZFNet
[26], GoogLeNet [27], VGGNet [28] and ResNet [29].

Figure 3: The architecture and training process of a CNN

Ciresan [30] started to use CNN to challenge the semantic segmentation task by using a sliding
window approach, taking small image chunks (i.e., patches) centered on each pixel and feeding them
into CNN to predict the semantic label. This approach breaks the precedent that CNN is only used
for object classification. However, the disadvantage of this approach is that it needs to traverse each
pixel point to extract patches for training and prediction, so it is time-consuming. Long et al. [31]
proposed the fully convolutional network (FCN). The FC layer in the traditional CNN is replaced
with a Conv layer to achieve end-to-end semantic segmentation. Compared with the traditional CNN,
one replaces the FC with a Conv layer, allowing the model to derive scores for multiple input regions
in a single forward calculation. Second, the FCN avoids the drawback that the input image size must
be fixed in the FC layer and can handle inputs of arbitrary size. Third, after replacing the FC layer
with the fully Conv layer, the output feature map is upsampled using deconvolution, so that the output
prediction map and the input map have the same size. Ronneberger et al. [32] proposed a U-Net model
based on CNN, which has achieved remarkable success in the field of biological image segmentation.
The model does not require much data size for the training set, and the authors achieved good results
using 30 images. The U-Net is also inspired by the FCN structure, which starts the upsampling after
the Conv layer in stage 5, fuses the high-level and low-level features. Finally, the output prediction
map is compared with the input map to calculate the loss of pixel semantic classification. U-Net is an
encoder-decoder model, the first left half of the model is called the contracting path, which is a process
of downsampling. The second right half is called the expanding path, which involves upsampling to
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expand the feature map. Finally, the feature map between each symmetric path is fused. However,
the semantic segmentation models such as U-Net cannot solve the problem of segmenting different
individuals of the same type of object. He et al. [33] proposed the Mask R-CNN instance segmentation
model, which can solve the problem. It is a milestone in the R-CNN family of models, combining
instance segmentation with Faster R-CNN and replacing ROI Pooling with ROI Align. The model
achieves excellent results in instance segmentation, object detection, and keypoint detection tasks.

Song et al. [34] designed an improved segmentation algorithm based on the U-Net [32] network
for deep-sea mineral images, in which the encoder part is consistent with the U-Net network and the
decoder part is modified. In the decoder part, the features are fused by upsampling at different scales,
and this method can identify more mineral particles and smooth the edges compared with U-Net.

Dong et al. [35] used Mask R-CNN for deep-sea nodule mineral image segmentation and
compared it with three other deep learning segmentation networks U-Net [32], improved U-Net [34],
and conditional generative adversarial network (CGAN) [36] on the same dataset. The results show
that the segmentation effect of Mask R-CNN outperformed the other three networks with fewer
missed objects.

3 Comparison of Deep-Sea Nodule Segmentation Algorithms

This section first describes the dataset of deep-sea nodule mineral images, introduces the eval-
uation metrics used for nodule mineral image segmentation methods, and finally compares these
methods.

3.1 Datasets

Due to the confidentiality of geological data and other reasons, many datasets are not publicly
available. Most of the publicly available datasets do not have names and are only identified by the
name of the research vessel and its voyage. Therefore, the datasets appearing in subsequent sections
are replaced by the name and voyage of the research vessel. Tab. 1 lists the datasets used for the deep-
sea nodule image segmentation.

(1) The R/V SONNE cruise SO205 [37] dataset was taken by the German research vessel SONNE
in the German License Area (BGR) of the CCZ. The investigation focused on the formation of
manganese nodules through microbial and abiotic early diagenetic processes. The filming was
carried out with the OFOS, a towed underwater camera system that descends to approximately
2 m above the seafloor to take images. Since there is no light in the deep ocean, the light in the
images is provided by a flash on the OFOS, with three laser pointers for calibration and a
distance of 20 cm between each pair of laser points.

(2) The R/V SONNE cruise SO239 [38] dataset consists of 12 small datasets with a total of
198,322 images taken in four exploration contract areas of the CCZ (BGR, IOM, GSR,
and IFREMER) and the Areas of Particular Environmental Interest (APEI) number 3. The
International Seabed Authority (ISA) has defined nine APEI areas within the CCZ, intending
to protect representative species and habitats within the CCZ. The scientific research studied
the biodiversity and geochemical environment in the CCZ and examined the recovery time of
benthic organisms after sediment changes.



CMC, 2022, vol.73, no.1 1657

T
ab

le
1:

D
ee

p-
se

a
no

du
le

m
in

er
al

im
ag

e
da

ta
se

t

D
at

as
et

Su
rv

ey
D

at
e

M
aj

or
D

ev
ic

e
St

ar
t

L
oc

at
io

n
E

nd
L

oc
at

io
n

C
ap

tu
re

A
re

a
A

ff
ili

at
io

n
W

he
th

er
P

ub
lic

C
O

R
E

R
O

F
O

S
C

T
D

A
U

V
R

O
V

E
M

R
/V

SO
N

N
E

C
ru

is
e

SO
20

5
[3

7]
20

10
/0

4/
14

–
20

10
/0

5/
22

√
√

√
T

ah
it

i
(P

ap
ee

te
)

M
an

za
ni

llo
(M

ex
ic

o)
C

C
Z

(B
G

R
)

M
A

N
G

A
N

P
ro

je
ct

N
o

R
/V

SO
N

N
E

C
ru

is
e

SO
23

9
[3

8]
20

15
/0

3/
11

–
20

15
/0

4/
30

√
√

√
√

√
B

al
bo

a
(P

an
am

a)
M

an
za

ni
llo

(M
ex

ic
o)

C
C

Z
(B

G
R

,
IO

M
,

D
E

M
E

,
IF

R
E

M
E

R
A

P
E

I
#

3)

JP
I-

O
ce

an
s

P
ro

je
ct

Y
es

[3
9]

R
/V

SO
N

N
E

C
ru

is
e

SO
24

2/
1

[4
0]

20
15

/0
7/

28
–

20
15

/0
8/

25

√
√

√
√

√
√

G
ua

ya
qu

il
(E

cu
ad

or
)

G
ua

ya
qu

il
(E

cu
ad

or
)

D
E

A
JP

I-
O

ce
an

s
P

ro
je

ct
Y

es
[3

9]

R
/V

SO
N

N
E

C
ru

is
e

SO
24

2/
2

[4
1]

20
15

/0
8/

28
–

20
15

/1
0/

01

√
√

√
√

√
√

G
ua

ya
qu

il
(E

cu
ad

or
)

G
ua

ya
qu

il
(E

cu
ad

or
)

D
E

A
JP

I-
O

ce
an

s
P

ro
je

ct
Y

es
[4

2]

R
/V

SO
N

N
E

C
ru

is
e

SO
26

8/
1,

2
[4

3]

20
19

/0
2/

17
–

20
19

/0
5/

27

√
√

√
√

√
√

M
an

za
ni

llo
(M

ex
ic

o)
1/

M
an

za
ni

llo
(M

ex
ic

o)
2/

V
an

co
uv

er
(C

an
ad

a)

C
C

Z
(B

G
R

,
D

E
M

E
)

JP
I-

O
ce

an
s

&
M

in
in

gI
m

pa
ct

P
ro

je
ct

Y
es

[4
4]

R
R

S
Ja

m
es

C
oo

k
C

ru
is

e
JC

12
0

[4
5]

20
15

/0
4/

15
–

20
15

/0
5/

19

√
√

√
√

√
M

an
za

ni
llo

(M
ex

ic
o)

M
an

za
ni

llo
(M

ex
ic

o)
C

C
Z

(A
P

E
I

#
4)

M
ID

A
S

P
ro

je
ct

N
o

R
/V

O
ce

an
6

C
ru

is
e

D
Y

36
20

15
/0

4/
28

–
20

15
/1

1/
10

√
√

√
√

G
ua

ng
zh

ou
(C

hi
na

)
D

on
gg

ua
n

(C
hi

na
)

C
ai

w
ei

,W
ei

ji
Se

am
ou

nt
s

C
hi

na
G

eo
lo

gi
ca

l
Su

rv
ey

N
o

N
ot

e:
√

in
di

ca
te

s
th

at
th

is
eq

ui
pm

en
t

w
as

us
ed

on
th

is
vo

ya
ge

,t
he

co
re

r
in

cl
ud

es
bo

x
co

re
r,

m
ul

ti
co

re
r,

gr
av

it
y

co
re

r,
w

hi
ch

ca
n

ca
rr

y
ou

t
sa

m
pl

in
g

ta
sk

s,
O

F
O

S
(O

ce
an

F
lo

or
O

bs
er

va
to

ry
Sy

st
em

)i
s

a
to

w
ed

un
de

rw
at

er
ca

m
er

a
sy

st
em

th
at

ca
n

ca
rr

y
a

va
ri

et
y

of
sc

ie
nt

if
ic

in
st

ru
m

en
ts

,C
T

D
(C

on
du

ct
iv

it
y,

T
em

pe
ra

tu
re

,D
ep

th
)t

o
sa

m
pl

e
th

e
hy

dr
og

ra
ph

ic
,

A
U

V
an

d
R

O
V

to
co

m
pl

et
e

vi
de

o
re

co
rd

in
g,

bi
ol

og
ic

al
an

d
se

di
m

en
t

sa
m

pl
in

g,
E

M
m

ea
ns

M
ul

ti
be

am
E

ch
o

So
un

de
r.



1658 CMC, 2022, vol.73, no.1

(3) The R/V SONNE cruise SO242/1 [40] datasets consist of nine small datasets with a total
of 190,697 seafloor images taken in the “disturbance and recolonization experimental” area
(DEA) in the Peru Basin of the South Pacific Ocean. SO61 conducted a plow experiment
in 1989 to simulate the environmental impacts of deep-sea mining of manganese nodules in
this area. Between 1989 and 1997, SO64, SO70, and SO106 conducted several investigations
to study the environmental impacts of the seafloor mechanical disturbance and to assess the
extent of seafloor environmental recovery. SO242/1 resampled the DEA based on previous
investigations to generate high-resolution bathymetric and optical maps for SO242/2.

(4) The R/V SONNE cruise SO242/2 [41] studied the recovery of ecosystem function and the state
of re-equilibration of surface sediments in the experimental area after mechanical disturbance
of the seafloor. SO242/2 consists of 20 small datasets with a total of 17,923 images of seafloor
minerals.

(5) The R/V SONNE cruise SO268/1 + 2 [43] consists of 12 small datasets with a total of 41,088
seafloor images taken in the BGR and the Belgian license area (DEME). SO268 is designed
to assess the environmental impacts of deep-sea mining of polymetallic nodules in the CCZ.
The main goal is to study the potential long-term ecological impact of mining polymetallic
manganese nodules on the CCZ.

(6) The RRS James Cook Cruise JC120 [45] dataset was taken during the first UK scientific cruise
to the APEI area in the northeastern CCZ. The cruise was the first to sample benthic species
and environments in the APEI area, and the survey acquired acoustic and visual image datasets
using the Autosub6000 AUV, which was equipped with a variety of instrument modules. The
survey also used the towed camera system HyBIS to provide detailed high-definition video and
underwater photography. In addition, a large number of sediment samples, water samples, and
biological samples were collected during the entire cruise.

(7) The 36th scientific research of Ocean Six used China’s self-developed 4500 m-class Seahorse
ROV to obtain a large amount of comprehensive geophysical survey data from the contract
area of the West Pacific seamount, collected much high-definition video data, and cobalt-rich
crust samples.

3.2 Comparison of Evaluation Metrics and Different Methods

The evaluation metrics of the seabed mineral image segmentation methods can be divided
into the following three aspects by compiling the existing literature: time-based evaluation metrics,
segmentation degree-based evaluation metrics, and pixel-based evaluation metrics.

Before introducing the evaluation metrics of deep-sea mineral image segmentation specifically,
several segmentation cases are introduced: true positive (TP) indicates pixels that determine min-
erals as foreground (minerals); false negative (FN) indicates pixels that minerals are incorrectly
determined as background (nonmineral); false positive (FP) indicates pixels that incorrectly segment
background as foreground; and true negative (TN) indicates pixels that correctly segment background
as background, as shown in Fig. 4.

3.2.1 Time-based Evaluation Metrics

The easiest and most effective way to evaluate different segmentation methods is to compare their
running speed, i.e., the speed can be quantified by time, which can be divided into training (if needed),
preprocessing, segmentation, and postprocessing time, and we use the term “time” uniformly here.
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Figure 4: Schematic representation of the meaning of TP, TN, FP and FN

3.2.2 Segmented Degree Based Evaluation Metrics

Some nodule mineral image segmentation methods do not directly use evaluation metrics but use
the Coverage and Abundance in the mineral evaluation to support the accuracy of the segmentation.
The Coverage refers to the coverage area of nodules in a specific area of the seafloor surface. The
Abundance is the weight of polymetallic nodules per square meter area.

Compactness is used to measure the correlation between cluster objects, and it is a metric to
evaluate the regularity of the shape, area size, compactness and smoothness of the segmented boundary
of each segmented region. It is an unsupervised evaluation performed by directly computing the feature
parameters of the resulting image without relying on the reference image.

3.2.3 Pixel-based Evaluation Metrics

The Intersection over Union (IoU) [31]/Jaccard Index (JI) is a commonly used evaluation metric in
image segmentation, which refers to the ratio of the intersection of two sets Ua and Ub to their merged
sets. Ua (or Ub) and Ub (or Ua) represent the set of pixels in the region surrounded by the predicted
segmentation result and the ground truth, respectively, and the IoU is calculated using Eq. (1).

IoU = JI = |Ua ∩ Ub|
|Ua ∪ Ub| = TP

TP + FP + FN
(1)

Accuracy [30] refers to the percentage of correctly predicted pixel results to the total sample pixels,
assuming Total Samples is the total image space, nij denotes the number of pixels whose true category
is i but predicted to be category j, Ti represents the total number of pixels in category i, and N is the
number of categories contained in all pixels of the image. Eq. (2) is used to calculate the Accuracy.

Accuracy = TP + TN
Total Samples

= TP + TN
TP + TN + FP + FN

=
∑N

i=1 nii
∑N

i=1 Ti

(2)

Precision [46] is the proportion of pixels predicted to be minerals that are actually minerals. It can
be calculated using Eq. (3).

Precision = TP
TP + FP

(3)

Sensitivity/Recall/True Positive Rate (TPR) [46], which refers to the proportion of pixels that are
actually minerals that are predicted to be correct, the Sensitivity formula is given in Eq. (4).

Sensitivity = Recall = TPR = TP
TP + FN

(4)
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Specificity/True Negative Rate (TNR) refers to the proportion of actual nonmineral pixels that
are correctly predicted, and the Specificity calculated using Eq. (5).

Specificity = TNR = TN
TN + FP

(5)

We summarize the abovementioned deep-sea nodule mineral segmentation methods in Tab. 2.
The threshold segmentation method can be effective when the grayscale difference between the
foreground and background is large, and it directly uses the grayscale characteristics of the image,
so it is computationally simple, more efficient, and faster. However, it is sensitive to noise, and the
segmentation effect is average when the grayscale difference is not obvious or different object grayscale
values have overlap, so a combination of other methods is needed. A suitable threshold value is also
the key to threshold segmentation. Clustered segmentation is suitable for situations where uncertainty
and ambiguity exist in the image and is easily affected by the initial parameters, so manual intervention
is required to initialize the parameters to approach the global optimal solution and improve the
segmentation speed. In addition, it takes little account of spatial information and is more sensitive
to noise and inhomogeneity of grayscale variations.

Table 2: Comparison of mineral image segmentation methods

Classification Method Year Evaluation
Metrics

Training
or Not

Dataset or
Capture Area

Summary

Traditional
Methods

Threshold
Segmentation

Thresholding
[5]

1996 Coverage,
Abundance

No Korea Deep
Ocean Study
Area

Thresholding after
multiple contrast
enhancement,
median filtering

Otsu with
prior info [6]

1999 Coverage,
Abundance

No Korea Deep
Ocean Study
Area

Otsu after prior
info to
compensating
illumination

Niblack
binarization
[7]

2016 Coverage No R/V Ocean 6
Cruise DY36

Niblack after
compensating
illumination

CoMoNoD [8] 2017 Time,
Compactness,
Coverage,
Abundance

No R/V SONNE
Cruise SO242

Color
normalization,
nodule delineation
after dynamic
thresholding

RRS James
Cook Cruise
JC120

Local
binarization
[13]

2019 Time,
Coverage

No N/A Color correction,
thresholding after
WHE for ROI

Sauvola
binarization
[15]

2020 Time No N/A Background gray
value
computation twice

Clustering
Segmentation

Clustering [16] 1989 Coverage No N/A Clustering after
illumination
correction

(Continued)
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Table 2: Continued
Classification Method Year Evaluation

Metrics
Training
or Not

Dataset or
Capture Area

Summary

PCCA [9] 2015 Time,
Coverage

Yes R/V SONNE
Cruise SO205

Create a mapping
from pixels to
prototypes to
classes

Rapid PCCA
[10,11]

2015 Time
Coverage

Yes R/V SONNE
Cruise SO205

Refactoring
PCCA code to
support GPUs

ES4C [12] 2016 Compactness,
Sensitivity,
Specificity,
Accuracy

Yes R/V SONNE
Cruise SO239,
SO242/1 RRS
James Cook
Cruise JC120

Automated
PCCA’s final
mapping step

Spectral Info
Segmentation

ML, MHD,
MD [19]

2010 Coverage,
Abundance

Yes Central Indian
Ocean

Segmentation
with supervised
machine learning
after unsupervised
segmentation
results

SVM & SAM
[20]

2018 Coverage,
Accuracy

Yes R/V SONNE
Cruise SO242/2

Hyperspectral
image
segmentation
using SVM, SAM

Improved
Active
Contour
Models
(IACM) [21]

2018 IoU No N/A Segmentation
multispectral
images in different
bands using
IACM

Deep
Learning
Methods

Semantic
Segmentation

Improved
U-Net [34]

2019 Time,
Accuracy

Yes N/A Fusion of
multiscale features
based on U-Net

U-Net,
Improved
U-Net,
CGAN, Mask
R-CNN [35] ∗

2021 Time,
Coverage

No N/A Segmentation
with instance
segmentation
model and GAN
model

Instance
Segmentation

Note: N/A means not mentioned in the relevant paper, ∗ means that this paper belongs to two categories. Some of the methods are semantic
segmentation, and others belong to instance segmentation.

The spectral segmentation method utilizes the multidimensional spectral information of the
image, which has high spatial correlation and rich texture details, but its processing data volume
is large and slow, and the segmentation accuracy is low. The deep learning approach can suppress
noise and better recover the natural form of minerals, but their model structure is complex and
requires a large amount of data training, and the segmentation accuracy is related to the amount of
data. Semantic segmentation cannot distinguish different instances of the same class, while instance
segmentation can. Instance segmentation models tend to be more complex and slightly slower than
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semantic segmentation models, but their segmentation performance is better. We use different deep
learning models to segment the seabed images, and the visualization results are shown in Fig. 5.

Figure 5: Comparison of visualization results of deep learning methods for mineral image segmenta-
tion

4 Future Research Methods and Open Questions
4.1 Establishing a Public Dataset of Deep-sea Mineral Images

Most deep-sea nodule image datasets are not publicly available due to the expensive acquisition of
deep-sea nodule images and the high confidentiality of geographic information. The publicly available
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datasets contain only nodule minerals with specific characteristics, so there is a need to build a deep-
sea mineral image dataset that provides deep-sea mineral images with different sea areas, depths,
abundances, and brightnesses. In addition, as the 3D image segmentation model becomes increasingly
mature, the segmentation of deep-sea mineral images also needs to establish a complete 3D image
dataset.

4.2 Improvement of the Segmentation Model Based on Deep Learning

In recent years, image segmentation algorithms based on deep learning have achieved results better
than traditional segmentation algorithms and have excellent prospects to develop. Among them, the
Mask R-CNN model has achieved great results for deep-sea mineral image segmentation. However,
balancing segmentation accuracy and real-time is still a long way from industrial applications. To
improve the speed of the segmentation algorithm, many recent studies have improved segmentation
models from some new aspects, such as the anchor-free instance segmentation algorithm FAPIS [47]
with the abandonment of generating anchor and YOLACT++ [48] with the abandonment of feature
localization. Future research should considers applying these models for deep-sea nodule mineral
image segmentation to assist in real-time assessment of deep-sea nodule mineral resources to help
explore and research the deep ocean.

4.3 Removal of Occlusion

Nodule minerals in the deep sea show a wide variety of obscuring structures. Some nodule
minerals are partially or entirely covered by sediment, while some are covered by flora and fauna.
Organisms such as sponges, aphids, octopuses, and soft corals obscure the nodule edges’ high-
frequency information and increase segmentation difficulty. We can learn from the methods of object
segmentation for obscured objects in other fields. Rizon et al. [49] used texture analysis and the Hough
transform to identify the objects and performed ellipse fitting and centering location. Zhan et al. [50]
proposed a framework for self-supervised scene de-occlusion with some effectiveness. Moreover, for
the case of semitransparent biological occlusion, an image defogging algorithm can be used to reduce
the impact caused by the occlusion before further segmentation. Inspired by contrast learning, Wu et
al. [51] proposed a contrast regularization mechanism combined with an autoencoder network, which
showed some effectiveness in image defogging.

4.4 Subpixel Level Segmentation

With the increasing requirement of segmentation accuracy in deep-sea resource assessment, pixel-
level segmentation can hardly meet the needs of actual accurate resource assessment. The subpixel-level
segmentation method should also be applied to deep-sea nodule mineral images. There exist pixels
between two pixels on the imaging surface, i.e., subpixels, which are affected by the hardware system,
only lacking a more accurate sensor to detect them, as shown in Fig. 6. A feasible way to address the
subpixels is to approximate them using interpolation, which will give a more accurate segmentation
result.

4.5 Combination of Multiple Segmentation Methods

Traditional image segmentation methods based on artificial cognitive drive are not end-to-
end processing and require more complex image preprocessing. However, traditional segmentation
methods also have advantages, such as better maturity, speed, less code, and great interpretability.
Data-driven deep learning methods have the following limitations. First, the results are not fully
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controllable. CNNs often have hundreds of convolutional layers, and the total number of automatically
learned parameters can reach millions. Second, it easily leads to overfitting, and generalization is
challenging in different seas. Third, image annotation is very costly. The manual annotation workload
depends on the number of objects in each image, the object species, and the resolution of individual
images. In addition, as the labellers have different knowledge about the geological structure of the deep
sea, different labellers will mark the same object with different labels [52]. Fourth, the segmentation
effect of small objects is not good, and when the original image is downsampled several times, the
extracted feature map will disappear. Fifth, the computer computing power, memory capacity and
energy consumption requirements are high.

Figure 6: (a) Pixel-level segmentation. (b) Subpixel-level segmentation

To solve these problems, one idea is to fuse traditional and deep learning methods, use deep
learning methods to adjust the results of traditional segmentation methods, and use traditional
segmentation methods to increase the recall of deep learning results. Bringing out the advantage of the
nonlinear structure of neural networks in deep learning that can fit complex higher-order nonlinear
relationships in degenerate models, the results of traditional segmentation methods are adjusted using
deep learning models. In turn, the results of traditional segmentation methods are used to complement
the recall of deep learning results.

4.6 Interpretability of Deep Learning Models

Recent papers have shown that deep learning-based image segmentation methods perform better
than traditional methods in terms of accuracy, generalization, and robustness. Deep learning-based
segmentation methods often do not require morphological operations to fill the interior of minerals
and do not generate much noise. However, deep learning-based methods suffer from the problem that
the model is difficult to interpret, i.e., it is difficult to interpret the meaning of the parameters in the
middle layers of the model, leading researchers to often rely only on experience to optimize the neural
network. Currently, more commonly used methods use a combination of different model frameworks
and components to improve model performance. For example, attention mechanisms [53,54], residual
networks [29,55,56], hidden layer analysis methods [26,57], prior knowledge [58,59], simulation model
methods [60], and transformers [61,62], etc. are added to the original framework to test their rise points
for evaluation metrics. Most of these methods obtain the rise points and then return to analyze the
principles behind the network. Establishing a perfect mechanism to improve the interpretability of the
model is the future direction to be considered and studied.
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5 Conclusion

Deep-sea nodule minerals are a particular class of objects in computer vision, and whether they
can be segmented correctly is the key to achieving mineral evaluation. At present, there has been
some progress in research on deep-sea mineral image segmentation. However, limited by the seafloor
environment, nodule minerals themselves, and the diversity of mineral forms in different seas, so the
features extracted in one sea are often inconsistent with those in another. In addition, problems such
as occlusion and real-time have not been fundamentally solved.

This paper provides a comprehensive description of deep-sea nodule mineral image segmen-
tation methods, including traditional and deep learning-based mineral segmentation methods. We
emphasize algorithms, datasets and evaluation metrics and summarize the classes to which different
segmentation methods belong and their important features. The traditional image segmentation
methods are slightly less effective and rely on expertise and experience. Deep learning methods have
improved in terms of robustness, accuracy and generalization, but further improvements are needed
in terms of interpretability, hardware requirements and real-time performance, and the accuracy of
its segmentation results still does not meet the requirements in practical deep-sea resource assessment.
Finally, we discuss the future challenges and development directions of image segmentation of deep-sea
nodule minerals. We believe that combining multiple segmentation methods and utilizing multidomain
knowledge is a key point to be explored in solving the bottleneck that currently exists, which is also
our current work in progress. We hope that this paper will provide a quick introduction for newcomers
to the field and inspiration for related researchers.
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