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Abstract: The rapid development of the Internet of Things (IoT) in the
industrial domain has led to the new term the Industrial Internet of Things
(IToT). The IIoT includes several devices, applications, and services that
connect the physical and virtual space in order to provide smart, cost-effective,
and scalable systems. Although the IIoT has been deployed and integrated
into a wide range of industrial control systems, preserving security and
privacy of such a technology remains a big challenge. An anomaly-based
Intrusion Detection System (IDS) can be an effective security solution for
maintaining the confidentiality, integrity, and availability of data transmitted
in IIoT environments. In this paper, we propose an intelligent anomaly-
based IDS framework in the context of fog-to-things communications to
decentralize the cloud-based security solution into a distributed architecture
(fog nodes) near the edge of the data source. The anomaly detection system
utilizes minimum redundancy maximum relevance and principal component
analysis as the featured engineering methods to select the most important
features, reduce the data dimensionality, and improve detection performance.
In the classification stage, anomaly-based ensemble learning techniques such
as bagging, LPBoost, RUSBoost, and Adaboost models are implemented
to determine whether a given flow of traffic is normal or malicious. To
validate the effectiveness and robustness of our proposed model, we evaluate
our anomaly detection approach on a new driven IloT dataset called X-
IToTID, which includes new IIoT protocols, various cyberattack scenarios,
and different attack protocols. The experimental results demonstrated that
our proposed anomaly detection method achieved a higher accuracy rate of
99.91% and a reduced false alarm rate of 0.1% compared to other recently
proposed techniques.
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1 Introduction

The Internet of Things (IoT) has been deployed in many critical sectors, including healthcare,
energy, transportation, and industrial. This emerging technology allows multiple connected devices
to send, process, and receive data with little to no human intervention. The main concept behind
the IoT paradigm is to transform regular “things” into “smart objects,” such as smart homes, smart
vehicles, and smart factories, with the goal of facilitating human lives and improving quality of
service [1,2]. The technology has been significantly involved in the manufacturing and industrial
domains to increase productivity and portability, leading to the Industrial Internet of Things (IIoT) [3].
Consequently, many critical industrial systems have integrated the IoT technology as an integral part
of their system‘s operation. Specifically, an industrial control system (ICS) is an essential component
that many technologies adopt to support control systems of critical infrastructure, such as supervisory
control and data acquisition (SCADA), remote terminal units, and human-machine interfaces [4].

Although the deployment of IoT in industrials provides great features for both service providers
and consumers, many security and privacy issues remain a major concern, some of which were
inherited from the IoT [5-8]. Cyberattacks threaten critical system infrastructure in IIoT environments,
posing a significant challenge in detecting, responding to, and mitigating such attacks in a timely
manner. Attacks such as distributed denial of service (DDoS) jeopardize system availability when an
intruder sends a large number of malicious packets to the target, rendering the system unresponsive to
its intended services and interrupting the system‘s operation, resulting in slow response or system fail-
ure [9,10]. Another cyber risk that endangers data confidentiality in IloT networks is reconnaissance.
An attack of this type collects vital information about connected devices [11], which an intruder can
use to disrupt system functionality. In another cyberattack known as “man-in-the-middle,” an attacker
acts as a legitimate node between two authorized nodes. In such a situation, an intruder eavesdrops and
intercepts the communication link, allowing an attacker to manipulate and discard messages [12,13].
Such an attack is extremely dangerous and difficult to detect because a legitimate device continues to
communicate with the wrong node believing it is the authentic node. Fig. | depicts a typical attack
scenario on industrial sensors in [IoT systems.
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Figure 1: Cyberattack scenario performed by intruder on industrial sensors in IIoT environment

To preserve data confidentiality, integrity, and availability in IIoT environments, an intrusion
detection system (IDS) can be deployed as an effective and efficient security solution to overcome many
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cybersecurity risks in the IIoT networks. The IDS is categorized in two main forms [14,15]: Signature-
based IDS and anomaly-based IDS. The signature-based IDS stores a list of attack signatures in the
database, so whenever the incoming traffic matches the signature in the database, it is considered
an attack. The main disadvantage of signature-based IDS is that it cannot detect unknown attacks
(zero-day attacks). In addition, such a technique requires regular updating of the signature list to
include new cyberattacks. As a result, experts must create, analyze, and update such new signature
rules. The anomaly-based IDS technique overcomes the limitations of the signature-based IDS. The
anomaly-based IDS technique can detect both known and unknown attacks by establishing a baseline
of normal network traffic and activities. The anomaly-based IDS technique can compare the current
state of network traffic to this baseline in order to detect patterns that are not normally present in
traffic. Many traditional anomaly-based IDS techniques are developed for dedicated hardware or
traditional networking architectures; less work has been put into designing anomaly-based IDS for
IIoT environments [16]. Although different techniques have been used in the development of anomaly-
based IDSs, such as statistical methods, rule-based models, and classical ML, these techniques have
increased false positive rates [17].

The IIoT system is a collection of heterogeneous networks that include sensors, communication
devices, and actuators collaborating to achieve common goals [18]. Anomaly detection in IloT
requires special services such as storage space, network bandwidth, and low latency to provide an
efficient and effective anomaly detection mechanism. However, the traditional solutions which adapt
a centralized approach of stand-alone cloud technology cannot fulfilled the security requirements
of anomaly detection systems owing to resource constrains and computational overheads [19]. To
overcome these limitations, a new network paradigm named fog computing can improve security
services by providing cost-effective and efficient security solutions. Fog computing offers a unique
opportunity for offloading security features to multiple fog nodes and supporting the provision of
cyberattack detection close to the data source [20]. Because such a technology operates in a distributed
architecture, the massive data generated from different sensors and actuators are processed locally to
detect suspicious activities and anomalies.

In this research, we propose an intelligent anomaly-based IDS framework in the context of fog-to-
things communication to ensure data confidentiality, integrity, and availability in IIoT networks. The
proposed anomaly detection employs two feature engineering techniques to select the most important
features, reduce data dimensionality, and improve detection performance: Minimum redundancy max-
imum relevance (MRMR) and principal component analysis (PCA). In the classification design, we
implement different ensemble learning models such as bagging, LPBoost, RUSBoost, and Adaboost to
determine whether a given flow of traffic is normal or malicious. In addition, we suggest a deployment
architecture for deploying the proposed anomaly detection system as Detection as a Service (DaaS) at
the fog layer and Mitigation as a Service (MaaS) at the cloud layer. The proposed model is trained and
validated by using the most recent intrusion detection dataset that is specified for IloT environments
called X-IIoTID, which includes new I1oT protocols, various cyberattack scenarios, and different
attack protocols. We evaluate, analyze, and compare our proposed anomaly detection method with
recent previous studies. The main contributions of our research can be summarized as follows:

B We propose an anomaly detection framework in fog-to-things communications to decentralize
the cloud-based security solution into a distributed architecture (fog nodes) near the edge of
the data source.

B We employ two feature engineering techniques to improve the anomaly detection performance
by selecting the most important features: MRMR and PCA.



1070 CMC, 2022, vol.73, no.1

B We implement the anomaly detection-based ensemble learning method to determine whether
a given flow of traffic is normal or malicious.

B To address the challenges of dynamic, heterogeneous, and homogenous networks such as I1oT,
fog, and cloud, we present a framework for deploying security functions as Detection as a
Service (DaaS) in the fog side and Mitigation as a Service (MaaS) in the cloud side.

B Most existing anomaly detection systems are evaluated using out-of-date datasets and do not
support modern IloT-based cyberattacks. However, the effectiveness of our proposed anomaly
detection model is evaluated using X-IIoTID, the most recent intrusion detection dataset that
is specified for IIoT environments.

B We train, validate, and evaluate our anomaly detection model in terms of accuracy, sensitivity,
specificity, f1-score, false positive rate (FPR), positive predicative value (PPV), and negative
predicative value (NPV).

B We analyze and compare our proposed anomaly detection model with other existing works
and find that our proposed method outperforms other techniques, with an accuracy rate of
99.91% and a reduced false alarm rate of 0.1%.

2 Related Works

A number of related works have been proposed for anomaly-based IDS in IoT/IIoT networks.
Muna in [21] proposed intrusion detection technique to compact several cyberattacks in industrial
control systems. The proposed method used aut-encoder and deep learning techniques to classify
different malicious traffic in IIoT networks. The proposed method achieved a higher detection rate
and reduced false alarm comparing to other techniques. However, due to a lack of IIoT datasets, the
proposed method was tested on two datasets: NSL-KDD and UNSW-NB15.

A study by [22] proposed a deep learning technology-based detection model that can be trained
and tested using data collected from remote telemetry unit streams in gas pipeline systems. Use
sparse and denoising auto encoder techniques for unsupervised learning and deep neural networks for
supervised learning to generate high-level data representations from unlabeled noisy data. Their results
showed that the proposed model has excellent performance in identifying malicious activity. Intrusion
Detection System monitors network traffic and detect network activity. However, such application is
considered one of the most important security solutions to protect IloT applications from attacks.
Recently, it has been shown that applying machine and deep learning techniques can mitigate some
security threats and improve intrusion detection performance.

Another study by [23] proposed an integrated protection mechanism for IoT device networks that
enables threat identification, activates secure mechanisms for information transfer, and adapts to the
computing capabilities of industrial [oT. The proposed solution is presented as a viable mechanism
for achieving the proposed goals and detecting and containing intruders within the IoT network.
In some cases, it overcomes traditional detection mechanisms such as IDS. In addition, [24] briefly
described the requirements and challenges of IIoT network security and provided an overview of
existing methods for detecting network anomalies. It also described other ways to detect anomalies
that are particularly applicable to I1oT networks. These methods take advantage of the deterministic
properties of the physical world in detecting observed behavioral anomalies.

Al-Hawawreh et al. [25] used different machine learning techniques to identify malicious traffic
in IIoT. Authors created a new dataset for IloT named X-IIoTID, and utilized different learning
techniques such as decision tree, support vector machine, K-nearest Neighbor, logistic regression,
naive bayes, and deep neural network. The best performance result was obtained by the decision tree
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model with accuracy rate of 99.54%. Authors in [26] proposed an ensemble technique for detecting
anomalies utilizing deep learning methods. The suggested technique obtained a good accuracy result
but with a higher false alarm rate. Another study by [27] proposed a feedforward neural network
model for intrusion detection in IIoT environments. The proposed approach performed well in terms
of accuracy metric; however, the dataset used was not designed for the I1oT environments.

Sydney in [28] proposed an intrusion detection to secure IToT networks from cyberattacks. The
proposed method used the genetic algorithm in the feature selection phase. A set of classification
techniques such as Extreme Gradient Boosting (EGB), Linear Regression, NB, ET, RF, and DT.
The combination of genetic algorithm with RF achieved ten features for binary classification, and
seven features for multi-class classification. The UNSW-NBI15 was used to evaluate and validate the
effectiveness of the proposed model. The proposed intrusion detection method obtained 87.61% as
an accuracy rate, and the overall experimental results were acceptable in contrast with the existing
intrusion detection models. Several limitations have been observed. For instance, using synthetic
datasets rather than real-time I1oT traffic may affecting the detection performance. Another problem
is that outdated datasets are limited to specific types of attacks and cannot detect modern cyberattack
scenarios. Additionally, many anomaly-based IDS approaches do not use a suitable intrusion dataset
for I1oT, which reflects the nature of such an environment to design and develop an effective anomaly
detection approach.

3 Proposed Method

The proposed framework of anomaly-based ensemble learning for IIoT networks is divided into
three phases: pre-processing, feature selection, and classification (see Fig. 2). In the pre-processing
phase, data cleaning, missing values compensation, and normalization are performed. In the feature
selection phase, the best importance features are selected using two feature selection techniques:
MRMR and PCA. In the classification phase, the following ensemble learning models are used to
perform the predication: bagging, LPBoost, RUSBoost, and Adaboost. Further details concerning
each phase will be illustrated in the following subsection.

3.1 Preprocessing Phase

The most significant aspects of the pre-processing stage are data cleansing, missing value compen-
sation, and normalization. If the datatype is numeric, the process for this phase includes replacing the
missing data with the mean value of that feature. If the data is nominal, the missing value is replaced
with the mode value. The categorical values are encoded as integers. Following the cleaning of the
dataset, the normalization process is performed to convert numeric values into new integer values
ranging from 0 to 1. The Z-score algorithm is used to perform the normalization step, which is defined
as follows:

‘norm ﬂ - M/
[ = (1)
Oy
Given a set of attributes: {f;, /5, fs-.., fis---..» fw }, 1 < k < N, in which each attribute is

represented by f; and N represents the total number of features, Z-Score /" is computed as described
in Eq. (1).
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Figure 2: The architecture of proposed anomaly-based ensemble learning for [ToT

3.2 Feature Selection Phase

The feature selection stage plays a vital role in reducing data dimension, removing unnecessary
features, and improving detection efficiency. We utilize MRMR and PCA as feature selection methods
in our proposed anomaly detection framework. The following subsection details the MRMR and PCA
methods.

3.2.1 Minimum Redundancy Maximum Relevance

MRMR [29] is used to find the “minimal-optimal” set of features. MRMR requires the user to
choose only one option by indicating how many features they want to keep. MRMR is an iterative
process that determines the optimal features based on rules. The selected features are added to the
optimal feature list [29]. When a feature is added to the list, it never comes out. The score is determined
for every feature to be assessed at each iterative process (f). Let F represents a set of data features as
such f, {f1, f>, f5..., fi},and FI C F where FI is initially empty to store the best importance features
which are selected by the algorithm (see algorithm 2). The MRMR technique choose the next feature
between the set of unchosen features (F — FI). The score can be computed by using Fq. (2).

score, (f) = relevance(f'|target) 2
"V redundancy(f |features selected until i — 1)
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The relevance of dataset D to a target class 7', represented as R (D, T), is calculated by the mean
value of the total mutual information (MI) of all data features in relation to the target class is as
follows [30]:

1 F
R(D, T) = FZMI(,{., T) 3)

where F denotes the total number of data features, and 7 indicates the target class of the proposed
ensemble models. The MI between data features and a target class 7 as follows [30]:

o T
p(f.. )p(Tx)

where S represents the number of samples and f; denotes the xth element of feature vectors f;, T, of a
targetclass T, p (f) and p(T. Y), x represents the marginal probability 7 and f;,, respectively. The joint
probability distribution of the 7', and f;, is represented as p (f;., T.).

MI(f,, T) = ZP (fier T log( )

To minimize the redundancy among data features, V(s) depicts discrepancies between data
features, which can be expressed in the Eq. (5) [30].

1 F
D(S) = WZM’ (f 1) (5)
i=1
where f; and f, represent ith and jth data features, and the MI is expreesed in Eq. (6) [30].
P (fos £10)
MI is f p 0Lxs ﬁ log( (6)
<f Z R AT

where p (ﬁ,x, fi l) computes the joint probabilistic distribution of f; ., f; ,.

Algorithm 1: Feature Selection Phase: MRMR

Input: fy omatiea {7, 1", 37 o S

Output: FI ... : the selected features

1: Load the candidate feature vectors

2: Create an empty basket FT to store the best selected features
3: Initializing Minimum Redundancy Maximum Relevance

4: for each iteration i do . 7 )
relevance(f |target
5: Compute the score: . =
P score; (/) redundancy(f |features selected until i — 1)
6: Selectighes: score: Maximum relevance && minimum redundancy features
7: Append the selected features f into FI basket
8 end for
3.2.2 PCA

The PCA is a common feature extraction and dimensionality reduction technique that is fre-
quently used in the data science field. The PCA method aims to minimize the dimensionality of a
given dataset, which includes different variables correlated with each other, and projects the dataset
into a new set of variables with fewer dimensions than the original [31]. Such an anomaly detection
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method collects many data features from the network, resulting in high computation complexity and
increased time for attack detection, which does not fulfil the requirement of early detection [32]. The
PCA technique can be an effective solution when combined with anomaly detection to reduce data
features and detect anomalies in less time [32]. Let S represents the original dataset with r rows and f
columns {s,, s,, ..., s;}. The dataset is rxf matrix in which the transform data points are independent.
Let M be a fxf correlation matrix of {s;, s,, ..., s;}. Let (;, €;), (A,, e,), ... (A, €), be f eigenvalue
and eigenvector of such a matrix M. The PCA transforms S into a new dataset of variables N using
the transformation matrix M as follows [32]:

N=M.S (7)
We have the i principal component as follows

n,=e (s;—5) (3)
wherei = 1, 2, 3, ..., f.

T . . .
e; = (en, €, €s, ... ¢) is the i" eigenvector )

1 n
I 10

where the 5 indicates the sample mean of observation s.

The first principal component will have the highest variance, the second principal component will
have the next highest variance, and so on. The total variance of all PCs added together equals the total

variance of the original variables {s;, s,, ..., s;. The principal components are sorted by eigenvalue
order of importance as such: A, <= A, <= A; ... <= A,> 0. Algorithm 3 illustrates the process of
PCA techniques.

Algorithm 2: Feature Selection Phase: PCA

Input: A set of data feature £, {f\, f2, f5..., fi}, where ] <i< N
Output: FI: Important feature vectors

1: Standardize the data set

2: Construct the covariance matrix

3: Compute the eigenvectors and eigenvalues

4: Select the most important features

5: Obtain the new feature vectors

3.3 Ensemble-Based Scheme for Anomaly Detection

The modeling phase receives the most essential feature representations determined by the MRMR
and PCA techniques after the feature selection step. To evaluate if a particular data flow is normal or
an attack, several ensemble learning models, such as bagging, LPBoost, RUSBoost, and Adaboost,
are used. Each ensemble learning model is described in depth in the subsections that follow.

3.3.1 Bagging

The bagging [33] technique, also known as bootstrap aggregation, is one of the ensemble learning
techniques used to minimize the variance on such a training dataset. In bagging, random samples
of training dataset are chosen with replacement; in other words, the individual training set can be
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selected more than once. Following the generation of several data samples, these weak learners will
be trained independently for the classification task. In the bagging model, the decision is made from
a group of learner models rather than an individual model to accomplish a more accurate estimate
[34]. Therefore, a weak learner model may not produce an accurate decision; however, when such a
weak learner is aggregated, it can become a strong learner. Such a model collectively works with other
strong learners to produce the final prediction decision. To begin, a number of bootstrap samples are
created, each serving as a separate independent dataset derived from a real distribution. Aggregation
is the final step in producing the final prediction decision by combining the votes from each model;
the final decision is based on the majority vote.

Input:

Give a training data set S = {(x;, »»), ... (x., ¥.)},where Lis samples of sets of n elements from S
S, S, S; ... S, — Lfrom training sets

Train a model oneach S, i=1, ..., L and get a sequence of L outputs f,(x), ... f1(x).
Output:

Obtain the majority vote for classification problem.

F = Sign (Z Sign (f,-(x))) (1)

3.3.2 LPBoost

The LPBoost is an ensemble learning technique that belongs to the boosting family of classifiers.
The LPBoost works by maximizing the margin between training sets of several classes and considering
a classification function that predicts samples from a space X, which contains both normal and attack
traffic into one of two classes, either normal or an attack. The LPBoost model learns from a given set
of training examples with known class labels.

fix— {-1,1} (12)
As in all boosting classifiers, the final classification function is of the form:
j
S =" 00l (%) (13)
j—1
h:x — {—1,1} (14)

where o, represents a non-negative weighting for a weak classifier.

Any weak classifier /4j can be better than random; however, combining many weak learners can
result in a strong learner and improve classification performance. The LPBoost starts F with an empty
pool of weak classifiers. Iteratively, a weak learner will become one of the other weak classifiers in such
a group that includes all weak learners. The totally corrective property refers to the property that all
learner weights are adjusted in each iteration.

3.3.3 RUSBoost

RUSBoost is a class labeled data boosting-based sampling strategy that tackles class imbalance
[35]. Tt reduces the time it takes to generate a model, which is useful when creating an ensemble
of models. Information loss, which is the primary drawback of random under-sampling, is greatly
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minimized when random under-sampling is paired with boosting. Although some information may
be absent from one of the models during creation, it will almost definitely be incorporated in the other
models in the boosting ensemble. RUSBoost combines data sampling and boosting, providing a simple
and efficient method for improving classification performance when training data is imbalanced. The
RUSBoost Algorithm works as follow:

. : e 1
B First step, the weights of each example are initialized to —
m

B Then, 7" weak hypotheses are iteratively trained.

B After T iterations of step 2, the final hypothesis, H (x), is returned as a weighted vote of the
weak hypotheses.

3.3.4 Adaboost

Adaptive Boost is an ensemble method that combines several weak learners (decision trees) into a
single powerful learner [36]. As a result, the system employs bagging and boosting techniques to create
a more accurate predictor. The Adaboost technique is described in the following steps [37,38]:

B To separate the records, choose the best attribute using attribute selection measures.

B Compute the sample weights for each sample as follows:
wxi, yi) = —,i=1, ..., L (15)

where L is number of samples.

Calculate the sample weight for each sample using the equation above. The sample weight will be
equal in the first round.

B Creating a decision stump out of the feature with the lowest Gini index. The Gini Impurity will
be calculated for each variable.

Gini Impurity = 1 — (the probability pf True)* — (the probability pf False)’ (16)

Once you calculate the Gini Impurity of each node, the total Gini Impurity for each variable is
the weighted average of the impurities of each node.

B Evaluate the performance of such a classifier in classifying the data using Eq. (17).

1 1 — Total Error
Sionifi _ ! 17
ignificance 2 °8 ( Total Error ) (17)
B Update the weights of the samples
New sample weight = sample weight x """ % *** (18)

B Normalize the weights and make a new data set.
B Repeat the previous step until we get enough number of models.

B Final prediction is performed by majority votes.

4 Deployment of Proposed Anomaly Detection as DaaS at Fog Layer and MaaS at Cloud Layer

This section presents the framework for deploying anomaly-based ensemble learning detection in
IIoT environments, which can identify cyberattacks in scalable and heterogeneous I1oT networks. The
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IToT network is made up of numerous devices placed at different locations. As a result, the anomaly
detection system should be capable of managing the large amount of traffic generated from these
devices to effectively mitigate cyberattacks in minimal time. In this case, the anomaly detection-based
centralized approach is insufficient for providing a high-quality mitigation system against different
IIoT cyberattacks owing to computational resources. The proposed anomaly detection framework
employs a decentralized approach that is distributed through fog nodes to improve the robustness and
effectiveness of anomaly detection system against different cyber threats in IloT networks. As shown
in Fig. 3, the proposed anomaly detection framework comprises three layers: IloT devices, fog layer,
and cloud layer.

Cloud Layer
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Figure 3: Deployment of anomaly detection as DaaS at fog layer and MaaS at cloud layer

The proposed anomaly-based ensemble learning framework leverages fog computing to provide a
distributed anomaly detection system that utilizes a decentralized approach rather than a centralized
architecture. Fog computing improves the security and privacy functions of data transmitted in
such a network by providing scalable, resilient, and intelligent IIoT environments. Fog computing
addresses many issues in the cloud including resource limitations, degradation, scalability, and high
latencies. However, fog computing is not a replacement for the cloud; rather, it functions as an
extension of the could that is located close to the end users. Therefore, our proposed anomaly
detection framework follows fog-to-things architecture to provide end-to-end security protection. The
collaborative anomaly-based ensemble detection as DaaS at the fog side contains a preprocessing
engine and an anomaly detection engine. The preprocessing engine includes data cleansing, missing
value compensation, and normalization. The anomaly detection engine is used to identify anomalies
in the incoming traffic. The collaborative anomaly-based ensemble detection system is distributed at
each fog node, in which each node hosts the detection parameters locally, exchanging data and learned
parameters with its neighbors. The master node computes, updates, and distributes the ensemble
learning parameters to each node. The architecture reveals that rather than having all operations—
such as storing, training, and testing—computed at a central unit, the cloud, it distributes computation
resources to each individual node, allowing it to detect anomalies efficiently and effectively near
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IoT devices. This is because such an approach allows to build a scalable and a lightweight detection
mechanism that is compatible with the nature of IloT networks.

Because the fog layer is responsible for decreasing the computation load and solving the resource
limitations of IoT devices, allowing for the design and development of a robust and lightweight
anomaly detection system near to the applications, the cloud layer can adapt less-sensitive tasks
without increasing computational overhead. The anomaly detection system at the fog layer will alert
any detected anomalies and pass the traffic to the cloud for further security analysis. The MaaS in
the cloud side can implement a second level of protection, such as classifying the type of anomalies
or cyberattacks detected. When the type of cyberattacks is identified, the response unit applies
appropriate mitigation mechanisms to prevent cyberattacks and provide information to the security
analysis unit. The administrator evaluates, analyzes, and applies security policies as needed. Based
on the information reported in the security analysis unit, the administrator evaluates the system"s
capabilities and performs required changes as needed to enhance future service quality.

5 Performance Analysis

This section presents the performance results of our proposed anomaly detection model. The
experimental evaluation was obtained using Matlab software to create the model and using machine
learning libraries to extract features, classify data, and obtain results. The tests were performed on an
Intel Core i5 processor with 8 GB of RAM and Microsoft Windows 10 OS. To evaluate and analyze
the proposed anomaly detection method, several performance metrics were used. These performance
metrics include accuracy rate, sensitivity rate, specificity rate, Fl-score, false positive rate (FPR),
positive predicative value (PPV), and negative predicative value (NPV).

True Positive + True Negative

Accuracy = (19)

True Positive + True Negative + False Positive + False Negative
True Positive

Specificity = (20)

True Positive + False Positive
True Positive
Sensitivity = — - (21)
True Positive + False Negative
2 x True Positive
F1 — score = — ,l - - (22)
2 % True Positive + False Positive + False Negative
PPV — Tr?te Positive _ 23)
True Positive + False Positive

True Negative

NPV = : , 24)
True Negative + False Negative
FPR — F.a{se Positive . (25)
False Positive + True Negative
5.1 Dataset

A critical step in validating our anomaly-based IDS method was selecting an appropriate dataset,
which includes real-time IIoT traffic. The proposed anomaly based-IDS method was analyzed and
evaluated using the X-IIoTID dataset [25]. The X-IToTID dataset was created to fit the heterogeneity
and interoperability of IIoT networks. The dataset framework is comprises of three tiers for accurately
simulating IIoT networks in real-time scenarios. The first tier represents the foundation for traffic
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generation to IloT networks. The second tier analyzes, processes, and labels data. The last tier
presents the final IToT dataset. The X-IToTID dataset includes different I[IoT connectivity protocols,
including machine-to-machine, machine-to-human, and human-to-machine, as well as the most recent
cyberattack strategies in industrial control systems, such as command and control, brute force,
malicious insider, man-in-the-middle, and DDoS attacks.

5.2 Results and Discussion
5.2.1 Evaluation Results of Ensemble Models When Using MRMR

Tab. 1 presents the performance results of several ensemble learning techniques when MRMR
is employed as a feature selection technique. As shown, the Adaboost and bagging ensemble models
obtained the same accuracy rate of 99.91%, achieving the best accuracy result of all the ensemble
learning models used. The LPBoost ensemble model achieved a similar accuracy result of 99.38%.
The RUSBoost model obtained a lower accuracy rate of 86.83%, which is the lowest performance
result of all ensemble models. The bagging model obtained good performance results compared with
other ensemble methods in terms of sensitivity and specificity, with scores of 99.95% and 99.86%,
respectively. The Adaboost model obtained similar sensitivity and specificity results of 99.91% and
99.90%, respectively. The RUSBoost achieved lower performance results in terms of sensitivity and
specificity, with scores of 92.22% and 81.52%, respectively. In terms of the Fl-score, the Adaboost
and bagging ensemble models achieved the same results of 99.91%, whereas the LPBoost model
obtained a score of 99.37%. The RUSBoost obtained the lowest Fl-score of the ensemble models
with 87.42%. Fig. 4 shows the performance evaluation of different ensemble learning techniques when
using MRMR.

Table 1: Performance results of different ensemble learning techniques when using MRMR method

Model Accuracy  Sensitivity Specificity F1-score FPR PPV NPV
RUSBoost  86.83 92.22 81.52 87.42 18.48 83.09 91.40
Adaboost  99.91 99.91 99.90 99.91 0.10 99.90 99.91
LPBoost 99.38 99.30 99.45 99.37 0.51 99.44 99.32
bagging 99.91 99.95 99.86 99.91 0.14 99.86 99.95
00,010 9995% 99T 99.91% 99.91% 99.30%  99.37%
100% o 99.86% S 99.90% 99.38% 99.45% 02225
90% 86.83% 1.525;7.42%
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bagging Adaboost Lpboost Rusboost
B Accuracy M Sensitivity Specificity F1-Score

Figure 4: Performance evaluation of different ensemble learning techniques when using MRMR
method
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Fig. 5 depicts the NPV and PPV metrics for various ensemble learning models when MRMR
is used in the feature selection phase. As Fig. 5 shows, the bagging ensemble model achieved the best
NPV performance with 99.95%, while Adaboost and LPBoost achieved similar NPV results of 99.91%
and 99.32%, respectively. The RUSBoost ensemble model yielded a lower NPV of 91.40%. In the case
of the PPV measure, the Adaboost ensemble model outperformed other techniques with 99.90%, and
the bagging model obtained a similar PPV result of 99.86%. The RUSBoost ensemble model produced
a lower PPV of 83.09%. FFig. 6 presents the confusion matrix of ensemble models when using MRMR.

E NPV m PPV
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Figure 5: Negative predictive and positive predictive values of different ensemble learning models when
using MRMR method

Attack 30430

True class
True class

Normal

Attack Normal Attack Normal
Predicted class Predicted class

(a) Confusion matrix for AdaBoost model (b) Confusion matrix for Bagging model

Figure 6: (Continued)
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Figure 6: Confusion matrix of different ensemble learning models when using MRMR

5.2.2 Evaluation Results of Ensemble Models When Using PCA

Tab. 2 presents the performance results of several ensemble learning techniques when PCA is
employed as a feature selection technique. As shown, the Adaboost and bagging ensemble models
obtained similar accuracy rate with 99.46% and 99.68%, respectively. The bagging model outper-
formed all other ensemble models in terms of accuracy rate (99.68%). The LPBoost model achieved
similar accuracy result of 99.07%, while the RUSBoost model obtained a lower accuracy rate of
88.75%, which is the lowest performance result of all ensemble models. The bagging model obtained
a good performance results compared with other ensemble methods in terms of sensitivity and speci-
ficity, with scores of 99.79% and 99.58%, respectively. Whereas the Adaboost model obtained similar
sensitivity and specificity results with 99.38% and 99.53%, respectively. The RUSBoost achieved lower
performance results in terms of sensitivity and specificity with 87.51% and 89.98%, respectively. In
terms of the Fl-score, the bagging model obtained 99.68%, whereas the Adaboost and LPBoost
obtained a similar performance result with 99.45% and 99.06%, respectively. The RUSBoost obtained
the lowest F1-score of the ensemble models with 88.54%. Fig. 7 shows the performance evaluation of
different ensemble learning techniques when using PCA.

Table 2: Performance results of different ensemble learning techniques when using PCA

Model Accuracy  Sensitivity Specificity Fl-score =~ FPR PPV NPV

RUSBoost  88.759 87.513 89.987 88.54 0.100 89.592 87.976
Adaboost  99.46 99.383 99.537 99.456 0.463 99.529 99.394
LPBoost 99.072 99.123 99.022 99.066 0.978 99.008 99.136

bagging 99.684 99.79 99.58 99.682 0.42 99.574 99.793
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Figure 7: Performance evaluation of different ensemble learning models when using PCA technique

Fig. 8 depicts the NPV and PPV metrics for various ensemble learning models when PCA is used
in the feature selection phase. As Fig. 8 shows, the bagging ensemble model achieved the best NPV
performance with 99.79%, while Adaboost and LPBoost achieved similar NPV results of 99.39% and
99.14%, respectively. The RUSBoost ensemble model yielded a lower NPV of 8§7.98%. In the case of
the PPV measure, the bagging ensemble model outperformed other techniques with 99.57%, and the
Adaboost model obtained a similar PPV result of 99.53%. The RUSBoost ensemble model produced
a lower PPV of 89.59%. Fig. 9 presents the confusion matrix of ensemble models when using PCA.

ENPV m PPV
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Figure 8: Negative predictive and positive predictive values of different ensemble learning models when
using PCA technique
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Figure 9: Confusion matrix of different ensemble learning models when using PCA

5.2.3 Comparative Study

Fig. 10 depicts the accuracy rates of ensemble learning models when PCA and MRMR are
employed in the feature selection phase. As Fig. 10 shows, the MRMR method achieved a higher
accuracy than the PCA method in all ensemble learning techniques except for the RUSBoost model.
The Adaboost ensemble model obtained a higher accuracy rate than all other ensemble techniques
when MRMR is used as a feature selection method. However, the bagging model achieved a higher
accuracy rate than all other ensemble models when using PCA as the feature selection method. Overall,
the Adaboost and bagging models achieved good performance results in contrast to the LPBoost and
RUSBoost models.

Tab. 3 compares the proposed method to existing methods. Our anomaly detection method
outperformed a recently proposed approach in [28], who employed the genetic algorithm in the feature
selection phase and the random forest model for attack classification; our method improved the
accuracy rate by 12.3%. In comparison to the proposed method in [26], our proposed anomaly model
improved the accuracy rate by 7.42% while significantly lowering the FPR by 14.6%. In comparison to
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Al-Hawawreh et al. [22], who used deep learning techniques for attack classifications in IToT networks,
our proposed method increased the accuracy rate by 1.31%, and reduced the FPR by 1.7%. Another
study by Awotunde et al. [27], who used a feedforward neural network model for attack detection in
IToT environments, our method enhanced accuracy rate by 1.01% and decreased FPR by 1.0%. Tab. 3
compares the proposed method‘s classification accuracy and FPR with existing anomaly detection
techniques.

Accuracy
100.00% 99.91%99.46% 99.38%099.07% 99.79%99.68%

98.00%

96.00%

94.00%

92.00%

90.00% 88.76%

88.00% 86.83%

86.00%

84.00%

82.00%

80.00%

Rusboost Ada boost LPboost Bagging

EMRMR EPCA

Figure 10: Comparison of MRMR and PCA with different ensemble models

Table 3: Comparison of the proposed method with existing methods

Ref Accuracy FPR
Kasongo [28] 87.61% N/A
Ludwig [26] 92.49% 14.71%
AL-Hawawreh et al. [22] 98.6% 1.8%
Awotunde et al. [27] 98.9% 1.1%
Al-Hawawreh et al. [25] 99.54% N/A
Proposed method 99.91% 0.1%

6 Conclusion

In this paper, we proposed an anomaly-based IDS to overcome different types of cyberattacks in
IToT environments. The proposed method used two feature selection techniques, MRMR and PCA,
to improve the anomaly detection performance for efficiently detecting several I1oT cyberattacks.
In the classification stage, several ensemble learning models were used to determine whether a given
traffic flow is normal or an attack. At the validation step, we evaluated, analyzed, and compared our
proposed anomaly detection method with recent previous studies. With an accuracy rate of 99.91%
and a reduced false alarm rate of 0.1%, our proposed method outperformed other techniques. In the
future, we will extend our method to classify different types of cyberattacks for a multiclassification
problem. Also, we will investigate more feature-selection techniques and use deep learning algorithms
for cyberattack classifications in IIoT networks.
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