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Abstract: One of the most common kinds of cancer is breast cancer. The
early detection of it may help lower its overall rates of mortality. In this
paper, we robustly propose a novel approach for detecting and classifying
breast cancer regions in thermal images. The proposed approach starts with
data preprocessing the input images and segmenting the significant regions
of interest. In addition, to properly train the machine learning models, data
augmentation is applied to increase the number of segmented regions using
various scaling ratios. On the other hand, to extract the relevant features from
the breast cancer cases, a set of deep neural networks (VGGNet, ResNet-
50, AlexNet, and GoogLeNet) are employed. The resulting set of features
is processed using the binary dipper throated algorithm to select the most
effective features that can realize high classification accuracy. The selected fea-
tures are used to train a neural network to finally classify the thermal images
of breast cancer. To achieve accurate classification, the parameters of the
employed neural network are optimized using the continuous dipper throated
optimization algorithm. Experimental results show the effectiveness of the
proposed approach in classifying the breast cancer cases when compared to
other recent approaches in the literature. Moreover, several experiments were
conducted to compare the performance of the proposed approach with the
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other approaches. The results of these experiments emphasized the superiority
of the proposed approach.

Keywords: Breast cancer; image segmentation; dipper throated optimization;
feature selection; meta-heuristics

1 Introduction

Breast cancer is one of the most frequent malignancies in both genders, and it may lead to death in
certain situations. It was estimated in 2019 that 334,200 cases of breast cancer had been detected among
both females and males; 41,760 women and 500 men died from breast cancer. A variety of imaging
modalities, including mammography, computed tomography (CT), ultrasound, Magnetic Resonance
Imaging (MRI), and thermography are offered to women at high risk of breast cancer. Combining
the benefits and drawbacks of several screening procedures might improve the quality of the results.
Mammograms, a kind of X-ray that may identify even the tiniest of breast cancers, are recommended
for women between the ages of 50 and 70 [1]. Because ultrasonography may identify more cancer cells
than mammography, it may be utilized in place of a mammogram when the results are unfavorable.
Over other screening procedures, it has the benefit of cheap cost and minimal ionizing radiation.
Because they give more information, MRIs are more precise than X-rays in their diagnoses. Women
with breast cancer might utilize it as a clinical diagnostic tool starting in the late 1980 s. When it comes
to breast cancer prevention, it is vital for women over 30 with a high chance of developing the disease
[2–4].

CT imaging delivers more detailed pictures of breast tissue compared to other modalities. For
this reason, along with another screening technology that does not impose radiation on the screened
people, CT is not adequate to correctly discover unhealthy breast cancer instances. To identify tumors
in their earliest stages, thermal screening is an appropriate procedure. It is straightforward, safe, and
inexpensive. Young women’s health may considerably benefit from this screening procedure. When
utilizing thermal imaging, it is feasible to capture the patterns of the human body without releasing any
radiation by using a functional picture rather than a structural image. Increased surface temperatures
may be used to detect whether or not the breast cells are functioning properly. The Mastology Study
using Infrared Image Dataset is the most widely used dataset in scientific research. Using a thermal
picture, this article attempts to solve the difficulty of identifying breast cancer cells [5–9].

It is feasible to detect breast cancer cells using several methodologies based on asymmetry analysis,
color analysis, feature extraction, feature selection, image segmentation, and neural networks [10]. In
order to acquire the most accurate findings, thermal image analysis may be employed in a variety
of ways. Despite the fact that thermal image analysis, preprocessing, and segmentation stages may
assist in identifying breast cancer in its early stages, this approach is typically considered as the gold
standard for identifying breast cancer cases. Preprocessing may be used to remove unwanted parts
(such as arms and neck) of a thermal breast image in order to focus on the area of interest. This can
be done by applying image segmentation to the image after converting it to grayscale [11]. In addition,
the preprocessing stage may be used in the detection, augmentation, and normalization of a thermal
image matrix [12]. Authors in [13] could enhance the thermal image regions by converting them from
RGB (Red, Green, Blue) to HSV (Hue, Saturation, and Value). Other authors in [14] could enhance
the thermal images by converting them from RGB to HIS (Hue, Intensity, and Saturation).
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Image segmentation is critical to the identification of breast cancer. Segmentation results might
have a negative impact on classification. The segmentation techniques can be automatic, semi-
automatic, and manual [15]. Both post-segmentation and pre-segmentation approaches were applied
by authors in [16]. The pre-segmentation approach may be used to eliminate and reduce the existing
noise in the thermal images. Consequently, the final thermal picture seems to be completely uniform
and homogenous. F-Optimized Fast Fuzzy c-mean (F-FCM) and Neutrosophic sets are two of the
common techniques used in image segmentation. It has been noted that more data can be preserved
with the FFCM approach than hard segmentation. Therefore automatic segmentation in most cases is
better than manual segmentation. Two grayscale levels were created using the thresholding approach
and the mathematical morphological operator in [17] for segmenting thermal pictures. The gray wolf
optimizer along with quick-shift segmentation were used by authors in [18] to develop accurate thermal
image classification.

In an optimization problem, the largest or smallest objective function value may be obtained from
a set of inputs by solving the task in hand. From the field of machine learning, artificial neural networks
(ANNs) are usually employed. Optimization methods that have been used for decades are now
accessible to everyone. In addition, the currently available scientific code libraries provide researchers
with dozens of technologies that assist them in achieving significant contributions in almost all
research fields. Making a decision on which methodologies to utilize might be challenging due to
the inherent problems of optimization. Maximizing the number of input parameters or arguments for
a given function is the purpose of optimization. Optimization of continuous functions is prevalent
in machine learning, where the input parameters of the tasks, such as floating-point values, may be
numerical. It uses real-world data to assess the function. [19,20].

The challenges, known as combined optimization problems, may be distinguished by continuous
function optimization [21]. Various methods may be used to organize, solve, and call problems with
continuous functions. The methods of optimization categorization determine how much information
about the objective function is used and exploited during the optimization process [22]. A thorough
understanding of the target function is essential to maximizing efficiency while optimizing. When
it comes to finding the target function in a single region, optimization procedures might differ
significantly. To select a suitable solution, it suggests that the first derivative of the features may be
used (route or gradient) [23–25].

It is the employment of metaheuristic methodologies in the optimization process that constitutes
metaheuristic optimization. There’s a little bit of everything in here, from engineering to holiday
planning to online travel. When it comes to everyday life, multimodal, non-linear, and limited
communication is the norm. The objective functions of the task may collide. Therefore, a single goal
may not always provide the most significant potential response. In most circumstances, it is hard to
come up with a perfect or accurate solution. Anthrax optimization, swarm intelligence, and particle
swarm optimization are examples of meta-heuristic algorithms [26–28]. There are two opposing goals
in feature selection: to choose the fewest possible features and to get the highest possible classification
accuracy. This problem may be seen as a multi-objective optimization problem. The best solution
is the one that has the most distinguishing traits and the most significant degree of classification
accuracy [29,30]. In the context of feature selection, metaheuristic algorithms are vital since they take
into account the dimensions of the data set to forecast. Due to dimensionality creep in large datasets,
classification techniques’ accuracy declines. High-dimensional data sets have a variety of limitations,
including extended model construction periods and duplicate information, that make data analysis
challenging. Resolving this problem will need feature selection. By eliminating ambiguous, noisy, and
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unnecessary information from the data set, we may both lower the size of the data set and improve the
quality of the classification or clustering model.

In this paper, we propose a novel approach for diagnosing the breast cancer regions accurately,
based on applying meta-heuristics for feature selection. The proposed approach starts with thermal
image preprocessing, then image segmentation and feature extraction. The selection of the relevant
features is performed in terms of the binary dipper throated optimization algorithm. The selected
features are used to train and test an optimized neural network. The optimization of the neural network
is performed through the continuous version of the dipper throated optimization algorithm.

The organization of this paper comes as follows. Section 2 presents a review of the previous studies
in the literature that address breast cancer. The proposed methodology is then discussed in Section
3, followed by a detailed explanation of the achieved experimental results in Section 3. Finally, the
conclusions and future perspectives of this research come in Section 4.

2 Related Works

Segmentation of Region of Interest (ROI) must be defined in order to construct a Computer-Aided
Diagnosis (CAD) system for early breast cancer detection. The breast ROI segmentation is meant to
distinguish the breast from the rest of the body. Breast cancer categorization based on thermography
was suggested in [31] by the authors. Thermal imaging of the breast is classified into three categories:
normal, benign, and cancerous. Multi-class support vector machine (SVM) classification is performed
after preprocessing and segmentation (SVM) [32]. Curvature and gradient vector flow is used to
segment images. Breast cancer data were classified using a convolutional neural network (CNN).
Extracting features was accomplished using binary masking, clustering using k-means, and a signature
boundary technique. Authors in [33] employed MLP and Extreme Learning Machines (ELM) for
breast cancer classification. Automated segmentation of breast pictures into the right and left breasts
was developed by the authors of [34] via the use of preprocessing, segmentation, and separation. It was
just the segmentation ROI that was utilized to extract features. SVMs and artificial neural networks
(ANNs) were then used to gather the correct data.

These researchers demonstrated their approach for differentiating the right and left breasts by
detecting the top, left, lower and right boundaries [35]. Upper and lower boundaries were detected
using a horizontal projection profile (HPP) and a vertical projection profile (VPP). The authors in that
research were able to separate the right and left breasts using an asymmetry analysis approach after
discovering the site of intersection after applying HPP. Colors were classified for Lab mode using k-
means clustering, and a segmentation approach termed hot area segmentation method once the RGB
mode conversion was complete using the k-means clustering methodology [36]. By evaluating three
thermal photos of a patient, which were either healthy or malignant, this system was able to diagnose
breast cancer by using machine learning methods [37]. Various feature extraction methods were applied
once the ROI was partitioned. To categorize data, they employed ANN and SVM algorithms.

In the identification of breast cancer cells, thermal image segmentation is a crucial step. It is
possible that a mistake in segmenting the region of interest (ROI) would impair classification accuracy
at a later stage. In order to extract the ROI from pictures of breast cancer, many segmentation
approaches have been established in the literature so far. This work attempts to make it simpler to
extract the ROI (breast area) from thermal pictures, which can subsequently be used to assess if
the breasts are symmetrical or not, as well as their size. The feature selection methods and model
optimization approaches such as Particle swarm optimization (PSO), Grey Wolf Optimization (GWO)
algorithm, Firefly Algorithm (FA), Butterfly Optimization Algorithm (BOA), Differential Evolution
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(DE), Genetic Algorithm (GA), are usually utilized recently by many researchers in the literature
[38,39].

3 The Proposed Methodology

In this section, the steps of the proposed methodology are presented and discussed. The full
process of the proposed approach is depicted in Fig. 1. Based on the figure, the section starts with
introducing the dataset of breast cancer thermal images, followed by the steps of the proposed
approach including thermal image preprocessing, data augmentation, thermal image segmentation,
feature extraction, feature selection, and neural network optimization.

Figure 1: The process of the proposed breast cancer diagnosis approach

3.1 Dataset

The dataset employed in this research is freely available online [40]. The dataset consists of 2650
images of various cases of women. Frontal thermal images of healthy and unhealthy women can be
observed in Fig. 2, as depicted. While collecting this dataset, it is required to deal with a few issues,
including patient instructions, examination room conditions, and capture positions when obtaining a
thermal image for cancer diagnosis. To prevent the body’s physiology from changing in an uncontrolled
setting, a regulated environment must be employed. Cosmetics, deodorants, lotions, exercises, booze,
caffeine, and sun exposure should all be avoided by the patient as a result of the uncontrolled zone.
To get a thermal image, the temperature of the room must be between 18 and 22 degrees Celsius. The
amount of light and heat in the space should be maintained to a minimum. For the finest ROI (return
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on investment) image of her breasts and underarms, she stands in front of the camera with her hands
on her head [0.8 to 1.2 m], depending on her size.

Figure 2: Sample thermal images (healthy and unhealthy) from the dataset

3.2 Preprocessing

One of the important steps of thermal image preprocessing is scaling the input images to fit the
models used in feature extraction, such as AlexNet and GoogleNet. These models require images
of specific sizes to work properly. In this work, the input images of the given dataset are scaled to
match the required sizes. The images are scaled to 227 × 228 for AlexNet and 220 × 220 for AlexNet.
Despite the fact that all detected patches are grayscale, both AlexNet and GoogleNet need RGB input
photographs since they were trained on colored images. The single channel of each image is copied to
make a three-channel RGB image, which is then turned into RGB images.

3.3 Augmentation

To train deep learning models, a big database is needed, and this is a problem with the medical
picture datasets that are currently available [24]. In order to meet this problem, data augmentation is
employed to expand the size of the mammography datasets used during training. There are several
benefits to data augmentation, including solving overfitting issues and increasing the DCNN model’s
scalability. Rotating each detected patch with angles (0°, 90°, 180°, and 270°), then flipping these four
pictures from left to right to obtain eight images for each patch as illustrated in Fig. 3, was used in this
study.

3.4 Segmentation Algorithm

The segmentation technique presented in [1] is used to extract breast cancer from thermal pictures
in both healthy and unhealthy situations. It is shown in Algorithm 1 how a breast cancer thermal image
is segmented using the segmentation algorithm. It starts with a quickshift-based chaotic salp swarm
optimizer to create superpixel images. Thermal pictures are segmented into groups of superpixels by



CMC, 2022, vol.73, no.1 755

using a quick-shift algorithm that employs a set of optimal parameters. Finally, Otsu’s approach is
used to apply a threshold to the binary picture. The binary picture is used to extract the breast pixels
from the ROI image [1].

Figure 3: The process of data augmentation. The first row represents the rotation of the left image by
angles (90°, 180°, and 270°), and the flipping of images in the first row as shown in the second row
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3.5 Feature Extraction

To extract a set of deep features from the segmented thermal images, these images are fed to four
types of deep networks to be trained and tested by means of transfer learning. These deep networks
are VGG16Net, VGG19Net, ResNet-50, GoogLeNet, and AlexNet. The target features are extracted
from the last pooling layer of the model that achieves the best performance. Fig. 3 depicts the process
of feature extraction. On the other hand, the extracted feature set might contain features that might
negatively affect the classification performance due to their high correlation. In this case, these features
are considered redundant and should be ignored. In order to eliminate these redundant features, the
feature selection process is applied to keep only the most relevant features that significantly affect the
classification results. For the dataset set employed in this research, the best performance was recorded
by the GoogLeNet deep network model, and thus, this model is used for feature extraction.

3.6 Feature Selection

There are a lot of duplicate features in the feature set calculated using the pre-trained deep
neural network, and this might significantly impact the classification performance. In other words,
the effective training of classification models begins with the selection of important features. Training
time may be reduced, the classification model becomes simpler, and overfitting can be avoided by
using feature selection. To perform feature selection, the output solution should be modified from a
continuous solution to a binary solution utilizing the numbers 0 or 1. The following function is usually
used to convert the continuous solution of an optimizer to a binary solution in optimization problems.

X (t+1) =
{

0 if Sigmoid (XBest) < 0.5
1 otherwise

Sigmoid (XBest) = 1

1+e
−10(XBest−0.5)

(1)

Fitness functions can be used to determine the quality of an optimizer’s output. Classification
and regression errors and the features selected for the input images are the key factors of the
fitness function. Choose a solution with the lowest possible categorization error rate rather than one
based on a long list of specific qualities. In order to assess the quality of the selected features, the
following equation is employed. Algorithm 2 presents the detailed steps of the feature selection method
implemented in this research [41].

Fn = α Err (O) + β
|s|
|f | (2)
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3.7 Dipper Throated Optimization Algorithm

As its name suggests, the Cinclidsae family of birds contains the Dipper Throated bird, known for
its bobbing or dipping movements when perched. A bird’s capacity to dive, swim, and hunt underwater
distinguishes it from other passerines. Small and flexible wings enable it to fly straight and fast with no
pauses or glides. Fast bowing movements and a white breast give the Dipper Throated bird a particular
hunting approach. No matter how turbulent or fast-flowing the water is, it dives headlong into it to get
its prey. Aquatic invertebrates, aquatic insects, and small fish suffer as it sinks and takes up rocks and
stones. The dipper walks on the ocean floor using its hands. You may find prey by bending your body
at an angle and walking down the bottom of the water with your head lowered. As well, it can dive into
the water and deliberately immerse itself, utilizing its wings to drive itself through the water and letting
it to stay underwater for an extended amount of time. Mathematically speaking, the Dipper-Throated
Optimization (DTO) approach posits that a group of birds is swimming and flying in search of food
supplies. The birds locations (BL) and speeds (BS) of the birds may be represented using the matrices
below. The binary DTO is adopted for feature selection. In contrast, the continuous DTO is used to
optimize the parameters of the neural network used in the classification process [41–43].

BL =

⎡
⎢⎢⎢⎢⎣

BL1,1 BL1,2 BL1,3 . . . BL1,d

BL2,1 BL2,2 BL2,3 . . . BL2,d

BL3,1 BL3,2 BP3,3 . . . BL3,d

. . . . . . . . . . . . . . .

BLm,1 BLm,2 BLm,3 . . . BLm,d

⎤
⎥⎥⎥⎥⎦ (3)

BS =

⎡
⎢⎢⎢⎢⎣

BS1,1 BS1,2 BS1,3 . . . BS1,d

BS2,1 BS2,2 BS2,3 . . . BS2,d

BS3,1 BS3,2 BS3,3 . . . BS3,d

. . . . . . . . . . . . . . .

BSm,1 BSm,2 BSm,3 . . . BSm,d

⎤
⎥⎥⎥⎥⎦ (4)

where the ith bird in the jth dimension is denoted by BPi,j for i ∈ 1, 2, 3, . . . , m and j ∈ 1, 2, 3, . . . , d. A
bird’s speed in the jth dimension for i ∈ 1, 2, 3, . . . , m and j ∈ 1, 2, 3, . . . , d is indicated by BSi,j. There
is a uniform distribution of the beginning positions of BPi,j. For each bird, the values of the fitness
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functions f = f1, f2, f3, . . . , fn are determined using the array below.

f =

⎡
⎢⎢⎢⎢⎣

f1

(
BL1,1, BL1,2, BL1,3, . . . , BL1,d

)
f2

(
BL2,1, BL2,2, BL2,3, . . . , BL2,d

)
f3

(
BL3,1, BL3,2, BL3,3, . . . , BL3,d

)
. . .

fm

(
BLm,1, BLm,2, BLm,3, . . . , BLm,d

)

⎤
⎥⎥⎥⎥⎦ (5)

where each bird’s quest for food is reflected in its fitness score. Mother bird is the ideal value. Sorting is
done by ascending the values. BLbest has been proclaimed the first-best solution. Normal birds BLnd are
meant to be used as follower birds. BLGbest has been named the world’s best solution. The optimizer’s
first DTO technique for updating the swimming bird’s location is based on the equation below:

BLnd (n + 1) = BLbest (n) − C1. |C2. BLbest (n) − BLnd (n)| (6)

where n is the iteration number in which BLnd (n) is the average bird position, and BLbest (n) is the best
bird position. The “.” is a kind of multiplication in which two numbers are added together. To get the
answer, find the new bird location as BLnd (n + 1). The following iterations are used to update C1 and
C2.

C1 = 2c.r1 − c,
C2 = 2r1,

c = 2

(
1 −

(
n

Nmax

)2
) (7)

The number of iterations Nmax is equal to the number of times c goes from 2 to 0, and r1is a random
integer in [0,1]. Using the following equations, the second DTO mechanism updates the location and
velocity of the flying bird. The locations of the soaring birds are constantly being changed to reflect.

BLnd (n + 1) = BLnd (n) + BS (n + 1) (8)

Normal birds’ new location BLnd (n + 1) is used to determine each bird’s updated speed BS (n + 1).

BS (n + 1) = C3BS (n) + C4r2 (BLbest (n) − BLnd (n)) + C5r2 (BLGbest − BLnd (n)) (9)

In this case, C3 represents the weight, while the other two variables, C4 and C5, serve as constants.
r2 is a random number between 0 and 1 that represents the best location in the world. Formulation of
the DTO algorithm may be summarized as follows:

BLnd (n + 1) =
{

BLbest (n) − C1. |M| if R < 0.5
BLnd (n) + BS (n + 1) otherwise (10)

where R is a random number between 0 and 1, and M = C2. BLbest (n) − BLnd (n).

4 Experimental Results

The conducted experiments are presented and discussed in this section. As the first step after
preprocessing the dataset is to segment the regions of interest to be considered for further processing,
Fig. 4 shows the results of the segmentation process. As shown in the figure, the output of each step in
the segmentation process is presented in the figure. Although the result is shown in Fig. 4d, we applied
image filtering to get more enhanced images to achieve accurate classification results; thus, the final
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result of the image segmentation process is shown in Fig. 4e. This image is fed to the feature extraction
and feature selection to select the most significant features for further processing and classification.

(a)

(b) (c)

(d) (e)

Figure 4: Segmentation results for the thermal image from the dataset (a) Original image, (b) Quick-
Shift superpixels, (c) Otsu’ thresholding result, (d) Final segmented image, (e) Filtered final image

Once the regions of interest are extracted from the dataset, the dataset is split into training and
testing sets to train a group of deep learning models. These models are already trained on a vast dataset,
and the dataset in hands is used for transfer learning. The results from the classification using the
four deep networks are presented in Tab. 1. The primary purpose of this experiment is to determine
which model is the best for feature extraction. As shown in the table, the best result is achieved by the
GoogLeNet deep network. Therefore, we adopted this network for feature extraction.

Table 1: Evaluation of four deep learning networks using the thermal images dataset

VGGNet ResNet-50 AlexNet GoogLeNet

Accuracy 0.846153846 0.885714286 0.946969697 0.961538462
Sensitivity (TPR) 0.909090909 0.937513210 0.967741935 0.983606557
Specificity (TNR) 0.502130112 0.333333333 0.625201210 0.625102101
Pvalue (PPV) 0.909090909 0.937502101 0.975609756 0.975609756
Nvalue (NPV) 0.501201103 0.333333333 0.555555556 0.714285714
F-score 0.909090909 0.937501121 0.971659919 0.979591837
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To select the significant features, a set of experiments was conducted based on ten different
approaches. However, to evaluate the results of these approaches, the evaluation criteria presented
in Tab. 2 are employed.

Table 2: Evaluation metrics

Metrics Equation

Average error 1
M

M∑
j=1

1
N

N∑
i=1

mse(Ci , Li )

Best fitness bminM
i=1 gi

∗
Worst fitness MaxM

i=1 gi
∗

Average fitness size
1

M

M∑
i=1

size
(
gi

∗
)

D

Mean
1

M

1∑
M

gi
∗

STD (Standard deviation)

√
1

M − 1

∑(gi
1−Mean)

2

The results from the ten feature selection approaches are presented in Tab. 3. As shown in the
table, the best results are achieved by the binary DTO, where the average error is (0.3165), which is the
lowest value among the other approaches. In addition, the best fitness is achieved by the binary DTO.
Therefore, we adopted this approach for selecting the compelling features resulting from the feature
extraction process.

Table 3: Evaluation of the feature selection approaches

Approach Avg
error

Avg select
size

Avg fitness Best fitness Worst fitness STD
fitness

bDTO 0.3165 0.2693 0.3797 0.2815 0.3800 0.2020
bGWO 0.3337 0.4693 0.3959 0.3162 0.3831 0.2067
bGWO_PSO 0.3730 0.6026 0.4042 0.3577 0.4677 0.2249
bPSO 0.3675 0.4693 0.3943 0.3746 0.4423 0.2061
bBA 0.3771 0.6087 0.4172 0.3069 0.4085 0.2160
bWAO 0.3673 0.6327 0.4021 0.3662 0.4423 0.2083
bBBO 0.3357 0.6331 0.4000 0.3897 0.4762 0.2510
bSBO 0.3758 0.6396 0.4340 0.3771 0.4568 0.2670
bFA 0.3659 0.5038 0.4462 0.3649 0.4625 0.2429
bGA 0.3473 0.4117 0.4073 0.3106 0.4257 0.2083

On the other hand, another set of experiments is conducted to determine the best classifier that can
be used for classifying breast cancer cases based on the selected features. The classifiers employed in
these experiments are K-nearest neighbors (KNN), support vectors machine (SVM), random forests,
and neural networks (NN). The recorded classification results using these traditional classifiers are
presented in Tab. 4. As shown in the table, the best classification results are achieved by NN classifier.
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Therefore, we selected this classifier for optimization to improve its performance and achieve better
results.

Table 4: Classification results using traditional classifiers

KNN SVM Random forest NN

AUC 0.921 0.939 0.9477 0.968
MSE 0.000396 0.000337 0.00026074 0.0001912

The parameters of the adopted NN classifier are optimized through a set of experiments in which
five optimizers (whale optimization algorithm (WOA), gray wolf optimizer (GWO), genetic algorithm
(GA), particle swarm optimizer (PSO), and DTO) were employed. Tab. 5 presents the evaluation
results of each of these five optimizers. As shown in the table, the best results are achieved by the
proposed approach based on the optimization of NN using DTO.

Table 5: Evaluation of the optimized NN using five optimization methods

WOA+NN GWO+NN GA+NN PSO+NN DTO+NN

Number of values 19 19 19 19 19
Minimum 0.9551 0.956 0.969 0.9641 0.997
25% Percentile 0.971 0.976 0.989 0.981 0.999
Median 0.971 0.976 0.989 0.981 0.999
75% Percentile 0.971 0.976 0.989 0.981 0.999
Maximum 0.981 0.986 0.989 0.981 0.999
Range 0.0259 0.03 0.02 0.0169 0.002
Mean 0.9702 0.9755 0.9874 0.9796 0.9998
Std. Deviation 0.004941 0.005243 0.005015 0.004394 0.0005015
Std. Error of Mean 0.001134 0.001203 0.00115 0.001008 0.000115
Sum 18.43 18.53 18.76 18.61 18.98

On the other hand, the Wilcoxon signed-rank test of the achieved results using the proposed
DTO+NN along with the other optimization approaches is presented in Tab. 6. These results show
that the proposed approach achieves the lowest discrepancy values when compared with the other
approaches.

Table 6: Wilcoxon test of the results of the breast cancer diagnosis over 20 runs

WOA+NN GWO+NN GA+NN PSO+NN DTO+NN

Theoretical median 0 0 0 0 0
Actual median 0.971 0.976 0.989 0.981 0.999
Number of values 19 19 19 19 19

Wilcoxon signed rank test
Sum of signed ranks (W) 190 190 190 190 190

(Continued)
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Table 6: Continued

WOA+NN GWO+NN GA+NN PSO+NN DTO+NN

Sum of positive ranks 190 190 190 190 190
Sum of negative ranks 0 0 0 0 0
P value (two tailed) <0.0001 <0.0001 <0.0001 <0.0001 <0.0001
Exact or estimate? Exact Exact Exact Exact Exact
P value summary ∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗ ∗∗∗∗
Significant (alpha = 0.05)? Yes Yes Yes Yes Yes

How big is the
discrepancy?
Discrepancy 0.971 0.976 0.989 0.981 0.999

Moreover, The ANOVA test results using the classified breast cancer cases are presented in Tab. 7.
These results prove the superiority of the proposed approach and its effectiveness for the task of breast
cancer diagnosis.

Table 7: ANOVA test for the breast cancer diagnosis using the proposed approach

ANOVA table SS DF MS F (DFn, DFd) P value

Treatment (between columns) 0.009522 4 0.00238 F (4, 90) = 123.2 P < 0.0001
Residual (within columns) 0.001739 90 1.93E−05
Total 0.01126 94

The overall accuracy of the proposed approach with comparison to the other approaches is
presented in Fig. 5. As shown in the figure, the proposed approach could achieve significant accuracy
with different test cases. However, the accuracy of the other approaches ranges from low accuracy to
high accuracy, depending on the test case. These results prove the stability of the proposed approach
in accurately classifying breast cancer cases.

Figure 5: Overall accuracy of classification results achieved by the proposed approach and other
approaches
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5 Conclusions

In this paper, we propose a novel approach for accurately classifying breast cancer cases. The
proposed approach is based on preprocessing the thermal images and extracting features using
GoogLeNet. These features are processed using binary dipper throated optimizer (DTO) to select
the most effective features for further processing. On the other hand, we utilized DTO to optimize the
parameters of a neural network to improve its performance. The optimized neural network is trained
using the features selected by the binary DTO. The performance of this approach is evaluated and
compared with other approaches to prove its efficiency. Experimental results showed the superiority
of the proposed approach and its stability in classifying breast cancer cases. In addition, statistical
analysis is performed in terms of the Wilcoxon and ANOVA test to emphasize the effectiveness
of the proposed approach. The overall results achieved by the proposed approach outperform the
corresponding results using the other approaches. The future perspective of this research is to integrate
the proposed approach with other optimized machine learning models to exploit the advantage of the
high performance of the ensemble models.
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