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Abstract: As the Internet of Things (IoT) and mobile devices have rapidly
proliferated, their computationally intensive applications have developed into
complex, concurrent loT-based workflows involving multiple interdependent
tasks. By exploiting its low latency and high bandwidth, mobile edge com-
puting (MEC) has emerged to achieve the high-performance computation
offloading of these applications to satisfy the quality-of-service requirements
of workflows and devices. In this study, we propose an offloading strategy
for ToT-based workflows in a high-performance MEC environment. The
proposed task-based offloading strategy consists of an optimization problem
that includes task dependency, communication costs, workflow constraints,
device energy consumption, and the heterogeneous characteristics of the
edge environment. In addition, the optimal placement of workflow tasks is
optimized using a discrete teaching learning-based optimization (DTLBO)
metaheuristic. Extensive experimental evaluations demonstrate that the pro-
posed offloading strategy is effective at minimizing the energy consumption
of mobile devices and reducing the execution times of workflows compared to
offloading strategies using different metaheuristics, including particle swarm
optimization and ant colony optimization.

Keywords: High-performance computing; internet of things (IoT); mobile
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1 Introduction

As the capabilities of the Internet of Things (I0T) and smart mobile devices (such as smartphones,
smart cameras, sensors, and smart vehicles) have rapidly advanced, the prevalence of these devices
has significantly increased. As a result, their applications, including vehicular network transportation
systems, augmented reality, healthcare, smart buildings, and environmental systems, have become
ubiquitous in every aspect of modern life [1]. However, with their development, these applications have
become increasingly complex and therefore require considerable processing and storage capabilities.
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Furthermore, loT-based applications comprise multiple communication tasks performed on multiple
IoT devices to achieve certain computational goals. Consequently, a typical advanced IoT application
consists of complex distributed interdependent computing tasks that communicate during the runtime
and are organized as a directed acyclic graph (DAG) to form an IoT-based workflow [2]. Additionally,
because IoT devices suffer from limited resources (such CPU, memory, and energy limitations), the
processing of such applications requires a high-performance computing environment to satisfy the
quality-of-service (QoS) requirements of workflows and devices.

Cloud computing is a type of on-demand high-performance computing that provides large-
scale distributed computing resources over the internet. These resources are provided in the form
of virtual machines that are rented in accordance with certain needs at certain times as a high-
performance computing environment for complex dependent tasks [3]. Cloud computing supports
IoT workflows by allowing workflow tasks to be offloaded for execution on the cloud, which is called
mobile cloud computing (MCC) [4]. Offloading the computation tasks of loT workflows to the cloud
reduces the execution time and the energy consumption of the IoT devices involved. However, IoT
devices must access the cloud through a wide area network (WAN). As a result, workflows tend
to suffer from high latencies and low bandwidths, which consequently affect the execution time of
delay-sensitive IoT workflows. Therefore, mobile edge computing (MEC) has emerged as a means
of providing computational support at the edge of an IoT network between the cloud and IoT
devices [5]. Integrating the advantages of both edge computing and cloud computing improves the
QoS requirements of IoT-based workflows in terms of delays by reducing latencies and increasing
bandwidths because the edge servers are accessed via a local area network (LAN) [6]. Hence, an
offloading strategy for IoT-based workflows in an MEC environment is required to improve the QoS
parameters of loT-based workflows and mobile devices. However, making decisions to offload a large
number of tasks for IoT workflows with different QoS requirements either to edge servers (such as
cloudlets) or to the cloud while considering workflow delays, task dependencies, the communication
time between tasks, and the power consumption of IoT devices while simultaneously satisfying
workflow deadline constraints is a challenging problem. Furthermore, because they have limited
resources compared with the cloud, edge servers may become overloaded, which may lead to increases
in workflow delays and the energy consumption of IoT devices [7]. As a result, the placement decisions
for the offloaded tasks of IoT workflows in an MEC environment constitute an NP-hard problem [8].

1.1 Motivation

The emergence of evolutionary and nature-inspired metaheuristic techniques has shifted high-
performance computing research in a promising direction. Metaheuristic algorithms have proven
effective in optimizing the energy within the [oT [9], cloud load balancing, security intrusion detection,
and load balancing in loT-fog computing [10]. Metaheuristics are stochastic iterative algorithms that
imitate the process of evolution or the behavior of a group of animals to provide a near-optimal
solution to a complex optimization problem in an acceptable time [1 1]. Nature-inspired metaheuristics
such as swarm algorithms have been highly successful and effective at solving a large number of
complex optimization problems in science and engineering [12]. Another promising and efficient
population-based metaheuristic is known as teaching-learning-based optimization (TLBO), which
was inspired by natural teacher—learner interactions and learner—learner interactions to optimize
learner knowledge.
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1.2 Contribution

In this paper, a discrete teaching—learning-based optimization (DTLBO) search metaheuristic is
proposed for the optimization problem of making the best placement decisions for the offloaded tasks
of IoT-based workflows on the available computing resources (including mobile devices, edge servers,
or the cloud) while considering workflow delays, task dependencies, the communication time between
tasks, and the power consumption of IoT devices while simultaneously satisfying workflow deadline
constraints. The main contributions of this paper are as follows:

e The goal of the proposed model is to minimize an objective function based on the energy
consumption of IoT devices and workflow delays while satisfying the deadline constraints of
IoT workflows in an MEC environment while simultaneously considering task dependencies,
the communication time between tasks, and task delays. Additionally, a queueing network that
predicts wait times and service times for tasks on edge servers is used to model the dynamic
workloads on the edge servers.

e A novel DTLBO algorithm based on mutation and crossover operators is proposed to make
the optimal placement decisions for the offloaded tasks of IoT-based workflows between edge
servers, the cloud, and mobile devices.

e Extensive experimental evaluations are conducted to evaluate the efficiency of the proposed
offloading strategy and to evaluate its performance in comparison with that of no offloading,
offloading to the cloud, random offloading to edge servers, and offloading using different
metaheuristics, such as particle swarm optimization (PSO), the genetic algorithm (GA), and
ant colony optimization (ACO).

The remainder of this paper is organized as follows. Section 2 discusses the related work on
task offloading techniques for MEC environments. Section 3 presents the system model and the
formulation of the problem for IoT-based workflow computation offloading. The proposed DTLBO
placement algorithm is described in Section 4, and the experimental results are presented in Section 5.
Finally, Section 6 concludes the paper and discusses future work.

2 Background and Related Works

This section discusses the existing research related to the computation offloading of IoT appli-
cations, in which computation tasks are offloaded to the MEC environment to overcome the limited
computing and energy capacities of IoT devices while satisfying certain QoS requirements of delay-
sensitive [oT applications. IoT applications can be classified into two categories: independent-task IoT
applications and interdependent-task IoT applications. The IoT applications in the former category
consist of several independent tasks with no constraints on their order of execution. In contrast, the
IoT applications in the latter category consist of several communicating tasks, none of which can run
unless the preceding tasks have been executed. These interdependent tasks form a workflow such that
the overall QoS parameters of the application are highly dependent on the QoS parameters of each
task, the sequence of execution, and the communication time between the tasks of the application. The
following subsections present a survey of the previous work on computation offloading in the MEC
environment for IoT applications in each category. For more details, see [7,13-15].

2.1 Independent-Task loT Application Offloading

In [16], a computation offloading strategy is proposed for mobile task offloading in a mobile fog
computing environment by employing a Markov-based model; however, this approach is dependent



3688 CMC, 2022, vol.73, no.2

on the network topology. In [17], a deep learning-based computation offloading strategy in an MEC
environment is proposed. In [18], a computation offloading strategy in an MEC environment using
Bayesian learning automata is proposed. In [19], an offloading and edge provisioning strategy is
proposed using a long short-term memory model to predict the workload, and a reinforcement
learning-based algorithm is proposed to ensure the appropriate scaling of offloading decisions; the
limitation is that this approach assumes that the MEC servers have unlimited capacity. In [20],
a heuristic for mobile task offloading considering the trade-off between energy consumption and
the delay time is proposed; this offloading heuristic is highly dependent on the application type,
which must be determined before making offloading decisions. A similar method is proposed in
[21] based on successive convex approximation. In [22], an offloading strategy based on a GA is
proposed to determine the tasks to be scheduled on mobile devices and the tasks to be considered
for offloading to the cloud; in this method, optimization is achieved in a timely manner depending on
the relational graph size. In [23], a heuristic based on the use of Lyapunov optimization to minimize
the task processing delay and energy consumption is proposed. In [24], a quality-of-experience-based
offloading placement policy using fuzzy logic is proposed. This placement policy prioritizes different
placements of independent requests in accordance with user expectations and the capabilities of fog
instances; however, fog resources are limited, and thus, heavy computations are not applicable in
that layer. In [25], two different scheduling heuristics are proposed to ascertain whether each mobile
task is to be processed locally on its mobile device or offloaded to an edge server or a cloud server;
both heuristics are based on linear programming relaxation (LR) and distributed deep learning-
based offloading (DDLO) algorithms. The experimental results show that the DDLO algorithm
achieves better performance than the LR-based algorithm. In [26], a scheduling algorithm based
on Lyapunov optimization is proposed to select the set of offloading requests to be admitted into
an MEC environment based on green energy considerations for the edge devices; however, densely
distributed MECs are not considered to reduce the energy consumption or improve performance. In
[27], a strategy for task offloading is presented to minimize the computation time of tasks and the
energy consumption using game theory. In [28], two nature-inspired offloading algorithms based on
ACO and PSO are proposed with the aim of minimizing [oT task delays on unmanned aerial vehicle
(UAV)-assisted edge servers; the experimental results show that the offloading strategy based on ACO
is superior in terms of the task execution time.

2.2 IoT-based Workflow Application Offloading

An IoT-based workflow consists of a group of mobile tasks that are related such that there are
dependencies in their execution. The execution of a task cannot start unless its preceding tasks have
finished their execution. An IoT-based workflow can be modeled as a DAG. Each task in the IoT
workflow is represented by a vertex, and the edges between vertices represent the data flows between
tasks.

In [29], an offloading strategy for multiple real-time IoT workflows in an MEC environment is
proposed. The proposed strategy offloads computationally demanding tasks with low communication
requirements to the cloud and communication-intensive tasks with low computational demands to the
fog. This offloading strategy does not consider the energy requirements of the IoT devices. In [30], a
joint optimization strategy for service caching and task offloading is proposed that selects an edge
server to assist a particular mobile unit in executing a set of interdependent computation tasks. The
problem is formulated as a mixed-integer nonlinear optimization problem; however, the complexity
of such optimizations is very high, especially when applied to large-scale networks. In [31], a min-cost
offloading partitioning algorithm is presented that aims to find a dynamic partitioning plan for a
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mobile application by determining which portions of the application must run on the mobile device
and which must run on cloud/edge servers under different configurations of cloud, edge server, and
mobile resources. However, the mathematical model in this algorithm needs to be updated regularly
for each change in the environment. In [8], a priority-based selection algorithm for scheduling multiple
IoT workflows on edge servers is proposed that considers the execution time of each workflow and the
energy consumption of the mobile devices. However, this heuristic does not consider the heterogeneous
characteristics and the dynamic loads of the MEC environment.

Regarding evolution-and nature-inspired algorithms, a deadline-and cost-aware offloading strat-
egy based on a GA is proposed in [32] for the placement of IoT workflows on cloud virtual machines;
however, while this algorithm minimizes the placement cost under a deadline constraint, it does not
consider edge servers. In [26], an IoT data placement strategy for IoT workflows is proposed based on a
GA and PSO that aims to reduce the cost of workflows in an MEC environment. In [33], an offloading
strategy for workflows originating from multiple IoT devices distributed among multiple fog/edge
servers and cloud servers is proposed, where the problem is formulated as a weighted cost function
to simultaneously minimize the execution time and the energy consumption. Using this weighted cost
function, an optimization approach is designed based on a memetic algorithm; however, due to the
existence of heterogeneous placement targets, additional communication costs should be considered.
In [34], an energy-efficient and deadline-aware task offloading strategy for [oT workflows in an MCC
environment is proposed based on PSO that aims to minimize the energy consumption of mobile
devices while simultaneously satisfying the deadline constraints of mobile workflows. Unfortunately,
multiobjective optimization strategies for complex workflows with constrained time and concurrent
workflows remain difficult to implement, particularly when working within environments composed
of multiple cloudlets. In [35], an offloading strategy for IoT workflows based on joint optimization is
proposed to balance QoS requirements and privacy protection. This offloading strategy is based on
the nondominated sorting GA and considers the optimization of time and resource utilization in edge
computing; however, this strategy does not consider the energy consumption of IoT devices.

3 MEC System Model and Problem Formulation

This section first presents the architecture of the MEC environment used in this study. Next, a
detailed discussion of the structure of IoT workflows is provided. Furthermore, the objective function
and corresponding constraints, including energy consumption, task dependencies, and workflow
deadlines, for the offloading of IoT workflows in the MEC environment are introduced.

3.1 MEC Model

The MEC architecture consists of three communicating layers, as shown in Fig. 1: an IoT layer,
an edge layer, and a cloud layer. The IoT layer includes IoT sensors and mobile devices. The IoT layer
communicates with the cloud layer through a WAN. The cloud layer consists of high-performance
servers that provide computing services in the form of virtual machines. The edge layer consists
of several cloudlet devices. Each cloudlet device is a computing server with wireless networking
capabilities that offers computing services to [oT devices in close proximity [36]. Each cloudlet server
can communicate with the cloud through the WAN. The cloudlet servers communicate wirelessly to
collect offloading requests and status information. Each IoT device communicates with the closest
edge server to send offloading requests for workflows. One cloudlet server can receive workflow
offloading requests from multiple IoT devices. All offloading requests are transferred to an offloading
manager for placement decisions to determine whether the workflow tasks can be processed locally on
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their mobile devices, offloaded to an edge server through the LAN, or offloaded to the cloud through
the WAN for processing while maintaining the QoS requirements in terms of the workflow delay and
IoT device energy consumption.
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Figure 1: The MEC architecture
Suppose that there are N, cloudlet nodes. Each cloudlet node c/; has N,, virtual machines with

processing capacity P{, network latency ¢, and network bandwidth BW". The cloud has processing
capacity P¢, network latency L¢, and network bandwidth BW*.

3.2 loT-based Workflow Model

An IoT workflow consists of interdependent tasks modeled as a DAG, as shown in Fig. 2.
Workflow w; is modeled as w;, = ( s ,j) The nodes in the DAG represent the set of tasks in the
workflow, denoted by #;,j = 1,2,..., N,,, where N, is the number of tasks in workflow w;. The edges
e; represent the dependencies between tasks. The execution of each task in the workflow cannot be
started unless all preceding tasks have finished and all necessary data have been received from these
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Figure 2: An example of a DAG representing an [oT workflow

tasks. For example, a task dependency relationship can be expressed as follows: P (task (10)) =
{task (4) , task (9), task (7)}.
3.3 System Model

Suppose that N,, workflows are generated by the IoT layer. Each workflow wf, is represented by
wf; = { s B Duf} where T, E,,, and D, are the set of tasks, the set of edges between tasks, and



CMC, 2022, vol.73, no.2 3691

the deadline, respectively, for workflow wf;. There are N tasks in workflow wf;. Each task is defined
as s = (TL’,f;'?, I,'ﬁf’, P,) , where TL}Z", I,‘;{", and P, represent the task length, the number of instructions
in the task, and the processing capacity of the mobile device, respectively. Each edge in the set of edges

between the workflow tasks is associated with a weight d]‘}f " that is equal to the size of the data to be

transmitted between task 5! and task "

3.3.1 The Objective Function

The main objective of the IoT workflow offloading manager is to find the optimal placement for
the set of offloaded IoT workflow tasks among the available MEC computing resources, including
mobile devices, edge servers, and the cloud, to minimize the following objective function:

Ny
minimize ZF(wﬁ) (1)
i=1
where F (wf;) is a multiobjective optimization function. The weighted sum is the common method for
converting a multiobjective function into a single-objective function [37]. Therefore, a weighted metric
combining the time delay of all workflows and the energy consumption of the IoT devices for a certain
offloading configuration is used and is calculated using the following equation:

F(wf) =w E,;. +w,T,y o

where E, ;. is the energy consumption resulting from the execution of workflow wf;, T, is the overall
time delay for workflow wf;, and w, and w, are weight factors € [0, 1] that establish a balance between
the energy consumption and the workflow delay.

This objective function is subject to deadline constraints such that the execution time of each
workflow wf; must be less than a specified deadline, as expressed by the following equation:

T‘fi < D”."fi’ wa, (S {1,2, ) wa} (3)

3.3.2 Energy Consumption Model

The energy consumption for workflow wf; is the sum of the energy consumption values for all
tasks in the workflow and is calculated using the following equation:
!
— wfi
E“ffi - ZEL\']- (4)
j=1
The energy consumption model adopted here is based on the CPU cycle used in [38], where the
energy consumption for a single CPU cycle is calculated as follows:

E=xkx P (5

where « is an energy factor whose value depends on CPU chip technology (in this paper, its value is
set to k = 1072 [39]) and P is the computing power of the device, which is the CPU frequency.
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The amount of energy required to execute a task locally on the corresponding mobile device is
calculated using the following equation:

E/ =k x (P)'x I (6)

For the offloaded tasks of the workflow, the energy consumption is mainly the energy required to
upload each offloaded task, which is calculated as follows:

E;;jff =T L‘rsf X Epns (7

where E,, is the energy required for the mobile device to transmit one unit of data.

3.3.3 Time Delay Model

The execution time for workflow wf; is the sum of the computation times for all tasks in the
workflow and the time for data transmission between tasks and is calculated using the following
equation:

T, = CT (is) ®)

where CT (ts:f;’i,) is the computation time for the exit task of the workflow, ts,.;,, and is calculated using

the following equation:

CcT (ts:j\ff,) = max {C T (ts}‘ﬁ ) + TR (Zs:f_{,’f, , ts}‘f") } 9)
“,:_‘f/i € P(”H/[ )

“exit

and zs;” and is calculated using the

where TR (ts}”f s ) is the transmission time between tasks ts;"

following equation:
Wi
'
R
where R is the transmission rate between the two tasks.

TR (15", 15)") = (10)

The computation time resulting from executing task zs;” locally on the mobile device is calculated
using the following equation:

wfi

cr (15" = ’7 (11)
1

The computation time resulting from offloading task zs” to a cloudlet is calculated as the sum of
the transmission time, the waiting time in the queue, and the service time, as shown in Eq. (12):

CT, (zs;‘-’ff) =Tr, (ts;‘f’*) +WT, (ls}”f") + ST, (zs;.'-’f") (12)

where T' ra; (ts}”] i ) is the transmission time of task s between the mobile device and the cloudlet node,

wT, (ts}‘ﬁ ) is the waiting time in the queue of cloudlet node ¢/, and ST, (ts}% ) is the service time
on cloudlet node c/,.

wf

The transmission time 7T ra; (ts,- ) considers the transmission latency, the task length, and the

transmission bandwidth of the wireless channel between the mobile device and the cloudlet node and



CMC, 2022, vol.73, no.2 3693

is calculated using the following equation:

TL.)

BW,

where L, and BW, are the latency and bandwidth, respectively, of the cloudlet node.

Try (1) = Lo+ (13)

The waiting time at cloudlet node c/;, WT,, (ts}”f"), is calculated using the M /M /vm,, queuing

model for the cloudlet node, which assumes that there are v, virtual machines acting as servers in
the queuing system and is expressed as follows:

e ()‘f‘(f/ “6‘4/)2
(vmc,/. B 1) ! (vmf!f Mey — )‘"(/)

WT, = (14)

where e and e Are the arrival rate and the service rate, respectively, at cloudlet node c/.. The service

time ST, (ls}”f") is calculated as follows:

N L
ST, (ls;‘f’) = D (15)

cl
The computation time resulting from offloading a task to the cloud is calculated as the sum of
the transmission time and the service time, as shown in Eq. (16).
CT, (zs;‘”‘) = Tr, (zs;ﬁ"f) 4 ST, (zs;"i) (16)
The transmission time 7'r, ( zs,” ) considers the task length and the transmission bandwidth of the
WAN channel between the mobile device and the cloud and is calculated as follows:

. TL)
Tr, (z ;.‘ff) =L, 4 17
r.\ts + B, (17)
where L, and BW, are the latency and bandwidth, respectively, of the cloud WAN connection.
The service time for task ts; in the cloud, ST,';{}' (¢), 1s calculated as follows:
, IV
ST, (1) = == 18
s P, (18)

3.4 The Optimization Problem

The main goal of this study is to computationally offload IoT workflows in an MEC environ-
ment to optimize the energy consumption of mobile devices and workflow delay considering task
delays, task dependencies, the communication time between interdependent tasks, and the workload
conditions on the edge servers while simultancously satisfying workflow deadline constraints. The
optimization problem can be formulated as follows:

P: minimize Z (le“;,-,. + w, T,%.) (19)
Wi

such that

Cl :w1+CU2=1, w1, a)ZG[O, 1] (20)

C2:T,. < Dy 1)
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where w, and w, are weight parameters for the tradeoff between the time delay and the energy
consumption in the minimization goal and satisfy the constraint C1. Constraint C2 states that the
workflow delay should be less than the deadline constraint.

4 Teaching Learning-Based Optimization Metaheuristic

TLBO is a stochastic population-based search algorithm that is inspired by knowledge transfer
in a classroom environment [40]. The algorithm follows the teaching—learning structure, and thus, the
algorithm is divided into two phases, namely, learning and teaching. In the teaching phase, different
learners acquire knowledge through learners’ interactions between themselves, and the teacher tries to
improve the performance of all students using its knowledge level. In the teacher phase, a new solution
is generated using the best solution and the mean of the population using the following equation:

Xnew = old + r (Xeacher - 7—}Avacan) (22)

where X, 1s the new solution, X,, is the current solution, X,..... 1S the best solution found, X,,... 1S
the mean of the population, 7} is a teaching factor that weights the change using the mean, and r is a
random number in the interval [0 1] to be selected for each variable in the solution. A greedy selection
is applied, and the new solution is accepted if better than the old solution.

In the student phase, knowledge is transferred through the interactions between the students. A
new solution is generated using a random partner solution selected from the population, and greedy
selection is applied to the new solution. The new solution is generated using the following equation:

Xnew = Aol +r (Xuld - X) (23)
where X, is a random solution from the population.

During each iteration, greedy selection is applied for the population update. The objective function
is evaluated for the new solution X,,,, and the old solution X,,,, and the solution with the better objective
function survives until the next iteration. The following subsection introduces the proposed DTLBO
algorithm.

To apply TLBO to a discrete optimization problem, first, the solution must be encoded using
discrete values. Second, the solution update uses mutation and crossover operators to produce discrete
values during the encoding of a solution, thereby generating a particular configuration for the
offloading of IoT workflow tasks to computational resources, including mobile devices, cloudlet
servers, or the cloud. Fig. 3 represents a solution encoding for the assignment of five different tasks,
namely, 5 genes, to computational resources {C,, C;, C,}. The length of the solution is the number of
offloaded tasks NV,.,,. In the teaching phase, learners update their knowledge using X, and X,....$.
Xeacnr 18 defined using the best solution found among the learners in the entire population. X,,.., is
defined using the mode operation, X,.., over the entire population, which returns the maximum
occurrence of the value of each specific gene in the population. Eq. (22) is modified using the mutation
and crossover operators as follows:

Xnew = pgﬂ (X)lzlapcﬁ' (Xbe.\'t; pmﬁﬂ (Xmode))) (24)

where f,, and f, are mutation and uniform crossover operators, respectively, and p, and p,, are the
crossover and mutation probabilities, respectively. A random number is generated. If the random
number is smaller than the mutation probability p,,, a mutation operation is applied to X,,... A uniform
crossover f, is applied between X, and the mutated X, when the generated random number is smaller
than the crossover probability p.. Another uniform crossover is performed between the old solution
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and the result of the previous crossover. The accepted solution resulting from the crossover operator
is based on greedy selection. Eq. (23) is modified as follows:

/‘/new = pcf; (Xolda X) (25)

where a uniform crossover is applied between the old solution and a random learner X..

T, T, T; T, Ts - Tasks ID

Cy C, C, C, G r#—— Computational nodes ID

Figure 3: An example of a solution encoding for mapping tasks to edge resources

Algorithm 1 presents the steps of the proposed DTLBO metaheuristic. Initially, a random
population is generated. The fitness of each individual solution in the population is calculated using
Eq. (19). The solution with the minimum fitness is set as the best solution Xj,,,. The algorithm iterates
for a certain number of iterations »,,. At each iteration, the teaching phase and the learning phase
are conducted. In the teaching phase, X, is calculated, where the maximum number occurrence for
each value in each gene in the population is selected. X, is mutated with probability P,. A uniform
crossover operator is applied between X, and X,,,, with probability P.. A greedy selection is applied,
and the output solution goes through another uniform crossover operator with the old value of the
individual solution. Again, greedy selection is applied. During the learning phase, a random solution
is selected, and a uniform crossover operator is applied at the recent value of each individual with its
corresponding random solution. The resulting solution goes through greedy selection, and the solution
with a smaller fitness value is selected for the next iteration. After each iteration, the solution with the
minimum fitness value is selected as the best solution X,,,.

5 Performance Evaluation

This section introduces the parameter settings of the proposed DTLBO algorithm and a descrip-
tion of the evaluation methodology. Finally, an in-depth performance evaluation of the proposed
algorithm is presented.

5.1 Environment Setup and Parameter Settings

Simulations were performed on a PC with a 2.60 GHz Intel Core i17-4510 CPU and 8 GB of
RAM. The parameter settings for the conducted simulation experiments are shown in Tab. 1. In
the experiments, ten cloudlet nodes with different computing capacities and network latencies were
considered. Furthermore, ten different workflows were used in the evaluation, where each workflow
is randomly generated and consists of a number of tasks between 10 and 15.
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Algorithm 1: The proposed DTLBO metaheuristic

Input: The parameters P., P,., N> Niers Npop, and N,
Output: The global best solution X,

Generate a random population X;, i=1,2, ..., N,
Evaluate the fitness value for each individual nest, F(X;), using Eq. (19)
Find the best solution X}, which has minimum fitness value
For iteration t=1: N,,, do
For individual i=1: N,,, do

I/l Teaching phase

Calculate X, over the entire population X;

Generate a random number r

if (r < P,,) apply mutation operation on X,

Generate a random number r

if (r < P.) X! = Uniform crossover operation between X, . and X,

Generate a random number r

if (r < P,) X! = Uniform crossover operation between X/~' and X/

apply the greedy selection between X! and X'
I/l Learning phase
Select a random partner X
Generate a random number
if(r<P,)
X! by applying crossover operation between X' and X!
apply the greedy selection and update X!
end
end
Evaluate the fitness of each individual X/
Update X, with the solution which has minimum fitness

}

Table 1: Parameter settings for the evaluation experiments

Parameter Value
Number of cloudlets N, 10
Mobile processing capacity P, 1000 MHz
Cloudlet processing capacity P, 0.2
Cloud processing capacity P 3000 MHz
Cloudlet latency L, [0.5-2.0] ms
Cloud latency Lo 30 ms
Cloudlet bandwidth BW, [2000-4000] kB/s
Cloud bandwidth BW o [500, 1000] kB
Mobile idle energy consumption E.. 1W
Mobile processing energy E, 5W

(Continued)
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Table 1: Continued

Parameter Value
Mobile transmission energy E, .. 10 W
Number of workflows N,s 10
Number of tasks in a workflow T, 10-15
Task length L, [300, 800] kB
Number of instructions in a task 1, [10 x "9-5 x 10"9]

5.2 Experimental Methodology

The following methods are considered for comparison to evaluate the efficiency of the proposed
algorithm:

No offloading (NO): In this method, all workflow tasks are executed locally on their respective
mobile devices. The results of this method are used as the baseline to evaluate the performance
gain of the proposed offloading algorithms.

e Cloud offloading (CO): In this method, all workflow tasks are offloaded to the cloud.
e Random cloudlet offloading (CLO): In this method, all workflow tasks are randomly offloaded

to cloudlets.

PSO offloading: In this method, all workflow tasks are offloaded in accordance with the
placement decisions of the PSO algorithm [41] with the parameter settings C, = 0.8 and
¢, =12, N, = 100, and N,,, = 25. The parameters are determined according to the best
result obtained after repeating the experiments several times.

ACO offloading: In this method, all workflow tasks are offloaded in accordance with the
placement decisions of the ACO algorithm proposed in [10].

DTLBO offloading: In this method, all workflow tasks are offloaded in accordance with the
placement decisions of the proposed DTLBO placement metaheuristic with the parameter set-
tings shown in Tab. 2. The crossover and mutation probabilities P and P,, values are determined
according to the obtained values of the objective function with several trial experiments. Fig. 4
shows the average of the corresponding objective function with different values of the parameter
for 10 different runs. The figure shows that the minimum objective function is obtained for
P,=0.2and P, =0.8.

Genetic algorithm (GA) offloading: In this method, all workflow tasks are offloaded with the
placement decisions are of the GA algorithm [42] with the same crossover and permutation
probabilities of DTLBO.

Table 2: Parameter settings of the proposed DTLBO metaheuristic

Parameter Value
Number of iterations N, 100
Population size N,, =25 25
Mutation probability P, 0.2
Crossover probability P, 0.9
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Figure 4: The objective functions for the corresponding mutation and crossover probabilities

5.3 Experimental Results

Fig. 5a shows the total delay resulting from the placement of ten workflows as the bandwidth
increases. The proposed DTLBO algorithm shows the least delay among all the comparison methods,
indicating that it makes better placement decisions for the tasks of the workflows. Furthermore, the
NO and CO methods are the worst in the sense that they result in the largest delays. Compared
with CLO, the proposed offloading strategy reduces the workflow delays by 47% in the best case.
Additionally, Fig. 5b shows the resulting energy consumption as the bandwidth increases for each
scheduling method. This figure shows that the proposed algorithm also achieves the lowest energy
consumption. Compared with CLO, the proposed offloading strategy successfully reduces the energy
consumption of the mobile device delays by 34% in the best case.
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Figure 5: (a) The response times and (b) The energy consumption under different bandwidths

Fig. 6a shows the overall delay of the [oT workflows as the number of tasks increases. The pro-
posed algorithm again yields the best results, demonstrating great potential for achieving performance
gains in the case of large-scale offloading decisions for a large number of workflows. In this scenario,
compared to the strategy using the CLO placement method, the proposed strategy successfully reduces
the delay by 67% in the best case. Fig. 6b shows the resulting energy consumption as the number
of workflow tasks increases for each scheduling method. The proposed offloading strategy again
achieves the lowest energy consumption. Compared to the strategy using the CLO placement method,
the proposed offloading strategy reduces the energy consumption of mobile devices by 22% in the
best case.
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Figure 6: (a) The response times and (b) The energy consumption under different numbers of tasks

Fig. 7a shows the delay of the workflows as the task size increases. In this experiment, the delay
increases as the task size increases, and the number of instructions increases accordingly. The proposed
offloading algorithm maintains the highest performance gain in terms of the response times for
the workflows. In this scenario, the proposed strategy improves the delay of the workflows by 60%
compared to the offloading strategy using the CLO method. Furthermore, Fig. 7b shows the resulting
energy consumption as the task sizes of the workflows increase. The proposed offloading strategy is
seen to be effective at reducing the energy consumption by 18% compared to the CLO method.
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Figure 7: (a) The response times and (b) The energy consumption under different task sizes

Fig. 8a shows the delay of the workflows as the number of cloudlets increases. Compared to
the CLO offloading strategy, the offloading strategy using the DTLBO metaheuristic still maintains
the lowest workflow delay by 35%. Fig. 8b shows the resulting energy consumption as the number
of cloudlets increases. Compared to the CLO strategy, the proposed offloading strategy is once
again effective in reducing the energy consumption by 40%. Hence, the proposed offloading strategy

is effective in achieving the lowest response times for IoT-based workflows and the lowest energy
consumption for mobile devices.
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Figure 8: (a) The response times and (b) the energy consumption under different numbers of cloudlets

6 Conclusion and Future Work

This paper addresses the problems of computation offloading and scheduling decisions for IoT-
based workflows with different QoS requirements in an MEC environment considering interdepen-
dent task delays, task dependencies, the time for communication between tasks, and the energy
consumption of IoT devices while simultaneously considering the deadline constraints of workflows.
Furthermore, an intelligent placement metaheuristic is proposed based on the TLBO metaheuristic.
The proposed DTLBO metaheuristic is modified to suit the discrete nature of the optimization prob-
lem and to enhance the search of the offloading placement selection using mutations and crossover
operators. Finally, the performance of the proposed algorithm is compared with that of different
alternative search metaheuristics. The experimental results show that the proposed offloading strategy
using the proposed algorithm effectively minimizes the response times for loT-based workflows while
maintaining the lowest energy consumption of mobile devices. In future work, the dynamic nature of
workflow tasks and their applications to heterogeneous systems will be investigated. A direct joint
multiobjective optimization method will also be compared with the proposed offloading strategy.
Furthermore, because the use of UAV-based edge computing can achieve even lower task delays, a
UAV-based offloading strategy will be investigated. Finally, an offloading strategy that considers the
mobility of IoT devices is an important research challenge.
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