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Abstract: Heart rate is an important metric for determining physical and
mental health. In recent years, remote photoplethysmography (rPPG) has
been widely used in characterizing physiological signals in human subjects.
Currently, research on non-contact detection of heart rate mainly focuses on
the capture and separation of spectral signals from video imagery. However,
this method is very sensitive to the movement of the test subject and light
intensity variation, and this results in motion artifacts which presents chal-
lenges in extracting accurate physiological signals such as heart rate. In this
paper, an improved method for rPPG signal preprocessing is proposed. Based
on the well known red green blue (RGB) color space, we segmented skin tone
in different color spaces and extracted rPPG signals, after which we use a
skin segmentation training model based on the luminance component, the
blue-difference chroma components, and red-difference chroma components
(YCDBCr), as well as hue saturation intensity (HSI) color models. In the
experimental verification section, we compare the robustness of the signal on
different color spaces. In summary, we are experimentally verifying a better
image pre-processing method based on real-time rPPG, which results in more
precise measurements through the comparative analysis of skin segmentation
and signal quality.
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1 Introduction

As modern communication technologies continue to improve, advanced medical technologies are
rapidly developing. In the era of artificial intelligence (AI), computer technology is enabling many
disciplines such as pathology and diagnostic medicine, and is significantly improving the efficiency
of the diagnostic and treatment phases of medical care. Telemedicine. Which is an important medical
method and healthcare service, has also received increasing attention from researchers. Zhang et al.
proposed a new audio watermarking algorithm to ensure the safe transmission and storage of medical
data, and have made many contributions towards technologies which protect medical audio data in
telemedicine [1,2].
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Of course, improving the standard of medical care and disease prevention and control is ultimately
for health. Hypertension, hyperlipidemia, and hyperglycemia are now common in for middle-aged
and elderly people. These cardiovascular-related geriatric diseases can be controlled if the patient is
continuous monitored and actively given treatment. Heart rate is an important indicator of health,
and if heart rate could be monitored in real-time during daily activities, it would be of great help
to prevent heart disease. There are two methods for heart rate detection. The first method, called
Electrocardiogram (ECG), obtains the bioelectric measurement on the body surface, and changes
of biological potential are captured and analyzed which are then used to form the ECG heart rate
signal. The second method called photoplethysmography (PPG), is a non-contact optical imaging
method which detects the variation in the skin’s hemoglobin concentration that occurs as a result of the
rhythmic heart activity. As light passes through the skin, the change of blood component concentration
corresponding to the change of light absorption is collected to form PPG signals.

There has always been a need for contactless detection of human physiological signals in
medical, transport, and military fields. Since the novel Coronavirus outbreak in 2019, a significant
increase in the demand for contactless video pulse wave extraction was realized. Unlike previous
PPG technologies, which require dedicated sensor devices, remote photoplethysmography (rPPG) can
obtain human blood volume pulse (BVP) signals through the cameras of smart phones and various
monitoring devices. TPPG estimates heart rate parameters by extracting the color changes of human
skin caused by the beating of the heart from video information captured by the device. The speed of
heart rate is directly related to human health in these two aspects.

The rPPG tracing important progress as follows, from single channel extract heartbeat signal
light green [3], for the first time, verify the technical feasibility. Heart rates that are too fast or too
slow may indicate that a person has heart diseases, indicating that further medical assessment is
advisable. For example, Kusuma et al. used multi-Kernel-principal components analysis (PCA) and
mixed deep learning to study the classification of heart disease, which helped improve the efficiency of
the treatment of heart disease [4], rPPG technology is also widely used, making many contributions
not only to heart rate measurement but also to blood pressure measurement [5,6]. RPPG provides
advantaged for individuals interested in self-health monitoring during daily activities. Considering
that a fixed camera is used to obtain the facial video in a stable environment, rPPG technology has
obvious disadvantages due to its non-contact measurement characteristics. When the camera collects
video signals, it is prone to various environmental interference, such as motion interference and light
interference. In recent years, many scholars have made efforts to improve signal stability using blind
source separation technology [7], With this approach three separate signal channels are extracted,
and compare to select the appropriate signal component as the final extract heartbeat signal source
of information. Subsequently a series of different test subjects are used to overcome motion artifact,
the non-rigid movement, the influence of mirror reflection, and the change of light [8—11]. The blind
source separation algorithm helps to improve the quality of rPPG, but it often fails to recover rPPG
signals from serious motion artifacts. There are also machine learning methods that are applied to this,
for example using the extracted heart rate features into support vector machines (SVM) for heart rate
prediction [12]. In recent years, deep learning has also been applied to extracting heart rate signals
[13,14], Chenglin Yao et al. applied this technique to face-spoofing detection [15]. However, most
studies measuring vital signs did not take the comprehensive analysis of the color channel combination
space but rather choose a color space for the analysis based on the combination of two or more-color
spaces. Thus, choosing a suitable color space to extract the rPPG signal is particularly important.

The signal quality collected by rPPG is much worse than that obtained from PPG. To compensate
for this deficiency, improving the accuracy of the image pre-processing algorithm has become the focus
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of research in recent years. The most critical step of image pre-processing is the selection of the region of
interest (ROI), which involves face recognition technology. This element of the analysis was proposed
in the early 1990 s, however at that time the performance of early face detection systems was limited. In
1996 [16] Sobottka et al. proposed a skin segmentation model based on hue saturation intensity (HSI)
color space for face detection technology. In 2003 [17] Kovac et al. proposed a skin segmentation
model based on red green blue (RGB) color space for face detection technology. The RGB color space
used by this technique is the default color space for most available image formats. However, the high
correlation between channels, significant perceptual heterogeneity, and the mixing of chromaticity
and luminance data make RGB unsuitable for color analysis and color recognition needed for face
recognition algorithms. Dahmani, D et al. proposed a skin segmentation model based on luminance
component blue-difference chroma components and red-difference chroma components (YCbCr) and
HSI color space for face detection technology in 2020 [18]. Therefore, the skin segmentation model
based on YCbCr and HSI color space, and the skin segmentation model based on YCbCr color space,
is used for comparative analysis. We chose HSI and YCbCr color spaces because skin color has better
clustering distribution in these color spaces.

In 2006, the deep learning framework proposed by Hinton et al. promoted the rapid development
of this field [19]. Systematically summarized, the current mainstream three neural network frameworks
[20], and image pre-processing algorithm also benefited from continuous improvement on this basis.
Skin segmentation model based on neural networks was proposed by Vasanthi et al. in 2021.

To improve the performance of rPPG, with the more widely used RGB color space, this paper first
introduces two important color spaces, HSI color space and YCbCr color space. In the pre-processing
part of extracting the rPPG signal, a skin segmentation method is used to eliminate the interference
caused by non-face regions, and the heart rate detection results in different color spaces are studied.
By analyzing the detection results, it is observed that the detection algorithms using these two-color
spaces is better than that of the traditional RGB color space. At the same time, the clustering effect of
skin color in the YCbCr color space is better, and the two-color difference components representing
the brightness and color information are also separated, so the noise effect caused by motion can be
better eliminated in the YCbCr color space.

2 Principles and Methods
2.1 Data Collection and Processing

The human face contains abundant capillaries. Compared with other body parts, the blood volume
changes more obviously, which is more conducive to obtaining natural light reflected and scattered by
skin, blood vessels, and other tissues. Through a series of techniques, the light signal was collected
and processed. The processing generated the digital signal required to obtain the vital signal that is
the most relevent data for the human body. For the experiment, a day with sunny weather was chosen
and an ordinary mobile phone cameras was used to collect facial videos of multiple test subjects under
natural indoor lighting conditions. The duration of the video is 1 min and it is saved as a local file. In
the first step, the collected videos were initially screened and the videos that are not clear or meet the
1-minute duration requirement are eliminated, and additional video data is collected as a replacement.
The video was obtained using the rear camera of the Redmi K30 Pro mobile phone at 30 frames per
second (fps), and a resolution of 1920 x 1080.
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2.2 The Structure Arrangement

The structure arrangement is shown in Fig. 1. First we used video data obtained from the facial
region, then the tracking algorithm was used to locate the selected ROI. In the time domain, the mean
value of single or multiple color channels is calculated from the ROI to obtain original raw signal. The
correlation algorithm of signal processing is applied to the original signal to obtain the heart rate value.
Then the peak detection algorithm, which uses fast Fourier transform (FFT), is used to determine the
corresponding peak value of the amplitude spectrum, which is the estimated heart rate value.
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Figure 1: Basic structure arrangement

In this paper, the pretreatment part is improved, we use the method of skin segmentation. In terms
of signal processing, we adopt a chromaticity-based approach to extract signals in HST and YCbCr
color space according to skin reflection’s relevant optical and physiological characteristics.

2.3 Face Recognition Algorithm and Skin Segmentation Algorithm

The first step of the approach is face detection. In this step we detect the bounding box of the face
in the first frame and using the dlib’s face detector.
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The color space used to extract rPPG signals is mainly based on RGB channel values, but the
measurement of physiological signs based on rPPG will be seriously affected due to the interference
caused by test subject movement or lighting conditions. Therefore, many scholars began to study in
other color spaces, such as HSI [21] and YCbCr [22], and also analyzed rPPG in CIELab color space,
such as Yuting Yang [23]. These have achieved good results.

To select a color space most suitable for extracting rPPG signals, we compare the signal-to-noise
ratio (SNR) of extracting rPPG signals on three channels (RGB, HSI, and YCbCr). The HSI color
space uses three parameters, H, S, and I to describe the color characteristics, where Hue (H) represents
hue, which is used to define the wavelength of the color; Saturation (S) represents saturation, which is
used to indicate the depth of color; Intensity (I) indicates brightness, indicating the brightness of the
color. Because hue and saturation (H and S) are independent of brightness in the HSI color space, that
is, brightness has little influence on hue and saturation. Thus the heart rate detection results are less
sensive to the influence of light intensity changes with HSI. The formula for converting RGB color
space to HSI is as follows (1).

1
5[(R — G)+ (R — B)]

H = cos™!

N =

[(R— G+ (R - B)(G - B (D

S=1 [min (R, G, B)]

1_(R+G+m
I=3(R+G+B)

The YCbCr color space uses the three parameters Y, Cb, and Cr to describe the color character-
istics, where Y represents the brightness, and Cb and Cr represent the blue component and the red
component, respectively. The formula for converting RGB color space to YCbCr is as follows (2). In
YCbCr color space, the brightness information and the two chromatic components representing the
color information are also phase separated, which is usually used for continuous image processing
in film or digital photography systems. In YCbCr color space, image brightness information and
chromaticity information are separated from each other. Chromaticity has clustering property and
obeys certain distribution in this space, skin color has good clustering property in this space.

Y =0299 x R+0.587 x G+0.114 x B
Ch=(B—Y) x 0.564 + 128 )
Cr=(R—Y) x 0713+ 128

Considering that the interference of background noise has an impact on signal extraction, and
the rPPG signal command is reflected in the skin area, the non-skin area should be removed to obtain
a clean and accurate pulse signal. Therefore, the skin segmentation method is adopted as a means of
pre-treatment as shown in Fig. 2.
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Figure 2: Skin segmentation

2.4 rPPG Signal Extraction

After image pre-processing of the collected video frames, it is necessary to separate their signals.
To compare and analyze the influence of face recognition and target tracking algorithms and skin
segmentation algorithms on rPPG performance, the rPPG method based on chroma is uniformly
adopted in the experiment. It should be noted that the research focus of this paper is on image pre-
processing rather than signal separation. In the experiment, signal separation adopts the chrominance-
based (CHROM) pulse extraction method [§].

It is assumed that when the intensity of diffuse light is stronger than that of specular light, the
superposition of strong diffuse light and relatively weak specular light will cause small changes in skin
chroma and saturation. Therefore, the illumination change caused by motion (mainly the change of
the specular reflection light) has little effect on the chroma and saturation in the HSI color space, and
the pulse wave signal can be extracted from the two components of the chroma and the saturation.

In YCbCr color space, since chromaticity information is contained in Cb and Cr components,
pulse wave signals can be extracted from these two components to calculate the signal sequences of
blue component Cb and red component Cr, and then the FFT of the signal sequences of the two
components can be calculated.

To compare and analyze the face tracking and segmentation methods in rPPG, the rPPG method
based on CHROM was used to extract rPPG from the pre-processed frames. Then, in the second step,
the tracker tracks the regions of interest of the faces in the subsequent frames for comparison. The
region of interest was divided into skin mask regions by the thresholding-based skin segmentation
method [20,21]. It should be noted that this paper makes a comparative analysis of the basic image
processing algorithm of rPPG, rather than signal processing of the extracted rPPG signal. The third
step is signal processing, and the rPPG signal is extracted from the average color signal of the skin
region obtained from image processing. The chromaticity based method is suitable for real human-
computer interaction scenes with frequent angle changes or frequent illumination changes between the
camera, skin, and light sources. By separating brightness and chromaticity, chromaticity-based rPPG
measurements help to separate rPPG signals from diffuse reflections with noise. In signal processing,
the chromaticity signal is used for rPPG extraction, followed by detrending to remove high-frequency
components, and then noise reduction and finite impulse response (FIR) bandpass filtering is carried
out to obtain a 42-240 beat per minute (bpm) frequency band. Finally, in the fourth step, the signal is
converted into a frequency-domain signal by the discrete FFT to estimate the heart rate.



CMC, 2022, vol.73, no.2 2779

2.5 Evaluation Indicators

Finally, the average SNR and SNR box graph are used to compare the performance of the
combined methods. The SNR of the signal described in [§] is calculated as follows (3). In the formula,
U, (f) represents the template window function with signal components, and S (f) is the power spectral
density function of rPPG signal. The time filtering bandwidth for the SNR calculation is 42-240 bpm.
As the final index of processing speed measurement, the frame number is calculated according to rPPG
measurement methods of different color space methods.

2 (U d0)

SNR = 10 log,, - 5
> (- v m3m)

(€)

3 Result Analysis

Firstly, we analyze the skin segmentation method that defines the skin color space in the YCbCr
color model and the skin segmentation method that defines the skin color space in YCbCr and HSI
color model. In the case of HSI and YCbCr, noise is generated by the skin mask, and may be sensitive
to changes in motion and light. On the other hand, because skin masks are more stable than HSI
and YCbCr models, skin segmentation using the YCbCr model showed higher pearson correlation
coefficient (PCC) and SNR. Therefore, the skin segmentation method using the YCbCr model has
advantages in the correlation between reference data and rPPG signal and the quality of rPPG signal.
As shown in Fig. 3.
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Figure 3: SNR of HSI (a) and YCbCr (b)

Pearson correlation coefficient is the linear correlation between real heart rate and estimated heart
rate through a scatter plot. The greater the absolute value of the correlation coefficient, the stronger
the correlation. The result is shown in Fig. 4.
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Figure 4: Pearson correlation of HSI (a) and YCbCr (b)

The VIPL-HR [24,25] dataset is a data set designed for remote heart rate measurement in recent
years. It covers several typical rPPG application scenarios and contains a large amount of data, so it is
an ideal choice for training network models. The dataset contains 2378 visible and 752 near-infrared
videos in different scenarios. The dataset was derived from 107 test subjects, comprised of 79 men and
28 women, ranging in ages from 22 to 41.

Bland-Altman plots were used to visualize the results, showing a good match between the
estimated and labeled heart rate values Fig. 5.
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Figure 5: Bland-Altman analysis

Tab. 1 shows the comparison of our measurement results in different color spaces. It can be found
that the measurement results of HSI and YCbCr are better than those of the traditional RGB color
space, which also verifies the knowledge we expounded on before. Tab. 2 shows that 8 groups of data
are selected from the 15 groups tested. The 15 sets of video data cover different scenarios. Among
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them, object 1 and object 2 are the video data taken when the head is still, object 3 and object 4 are the
video data taken when the head moves slightly, and object 5 and object 6 are the video data taken in the
environment with light changes. Object 7 and object 8 are video data taken with head movement and
different lighting at the same time. On the whole, our scheme is helpful to the accuracy of measurement
results.

Table 1: Contrast of different color spaces

Color space Reference Estimate Error percentage
RGB 75 81.35 8.46
HSI 75 79.47 5.96
YCbCr 75 78.91 5.21

Table 2: Error percentage of different methods

Object no. CHROM Green Our method

5.47 7.12  4.39
4.78 6.38 4.51
6.14 6.97 5.21
5.23 5.68 4.89
7.48 8.73 7.53
3.92 529 437
4.67 6.77 4.18
5.79 6.84 5.34

0 AN N kW N

4 Conclusion

In this paper, the rPPG method based on chromaticity is compared and analyzed with different
color space models. The experiment shows that in the pre-processing part, the skin segmentation
method can effectively filter the skin area, reduce the background noise, and reduce the interference
caused by the head movement. By comparing the heart rate detection results of the YCbCr and HSI
color spaces, the analysis shows that the detection results of these two-color spaces are better than
those based on traditional RGB color space, and the detection results in the YCbCr color space were
better than those in the HSI color space. So, this is very helpful for us to improve the accuracy of rPPG
in measuring heart rate.

Although the improved method proposed in this paper has achieved good results, low precision
data can be obtained when the results are measured in the experimental process. Meanwhile, the
measurement environment will also affect the robustness of data results, so there is still a lot of room
for improvement in this scheme. In the part of skin segmentation, it is noted that wearing masks may
lead to misidentification of facial skin areas and affect the accuracy of extraction signals, which is also
part of the follow-up study.
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