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Abstract: One method for eliminating oscillations in power systems is using stabilizers. By applying an appropriate control signal in the excitation system of a generator, a power system stabilizer improves the dynamic stability of power systems. However, the issue that is of high importance is the correct design of these stabilizers. These stabilizers must be designed to have proper performance when operating conditions change. When designed incorrectly, not only they do not improve the stability margin, but also increase the oscillations. In this paper, the robust design of power system stabilizers on a four-machine power system has been performed. For this purpose, the differential evolution algorithm has been used. The studies have been repeated as three scenarios by producing different loading conditions for the generators. The performances of the conventional stabilizer and the optimized one have been compared. Simulation results indicate that the designed robust stabilizer outperforms other stabilizers in different conditions and has damped the inter-area and intra-area oscillation modes in the shortest time with minimum amplitude.
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1  Introduction

The ability of a power system to maintain stability is mainly based on damping the electromechanical oscillations by the controllers existing on the power system. Sometimes, these oscillations are damped after a few oscillations, and in some cases, they continue to oscillate, and their amplitude increases [1]. Finally, they result in losing the generator synchronization with the network or disconnection of lines between areas and lead to system dissociation. These oscillations are an inherent phenomenon in connected power systems. Expansion of power systems, especially connecting them to low-voltage lines, limits the steady-state stability, reduces the security, limits the transmitted power, causes inefficient utilization of power system, and affects the economic performance of the system [2,3]. These oscillations may be local, happen in a generator or generators of an area, or could incorporate several generators that are geographically far from each other. For damping them, it is required to apply proper control on the system. The applied control could be through controlling the machine excitation and/or controlling the reactive power compensators, etc [4]. Local oscillations usually happen when a fast excitation system has been used for the generator. Intra-area oscillations may appear when system load increases along the low-voltage lines. Controlling the synchronous machine excitation is possible with various methods. One of them is using an auxiliary control loop on machine excitation, which is known as the power system stabilizer (PSS) [5]. The amount of damping added by this method is limited by the time constant and saturation issues. Besides in this method, feedback is only provided from one state variable and the effects of other state variables are not considered.

Here, an issue of high importance is the appropriate performance of PSSs in damping inter-area and intra-area mode oscillations whenever operating conditions change. It would be possible when PSSs are designed correctly [6–31]. For this purpose, a robust design method must be used. In this paper, the differential evolution algorithm has been used for the robust design of multi-machine power system stabilizers. An apparent feature of this algorithm is its high accuracy and convergence speed and not being trapped in local optimum points.

This paper is formulated in seven Sections. Section 2 reviews the under study system. Section 3 describes the objective function and constraints. Section 4 explains the differential evolution algorithm. In Section 5, the proposed method is applied to a sample network, and the proposed method is validated through comparison with other methods using the simulation results of each scenario. Analysis of the results review in Section 6. Finally, Section 7 presents conclusions and results.

2  The Under Study System

Fig. 1 shows the single-line diagram of the system under study. The system consists of two similar areas connected by a weak connection. Each area consists of two generator units next to each other with rated values of 900 MVA and 20 KV. For each unit, a 900 MVA transformer with 20/230 KV voltage conversion ratio has been used [32]. The values of active and reactive powers LD7 and LD9 are given in Tab. 1.
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Figure 1: The under study system
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It must be mentioned that all generators are equipped with a PSS. The lead-lag PSS is an electronic feedback control from the excitation system of the generation unit; its task is to dampen the oscillations and increase the stability margin of the power system rotor angle by modulating the generator excitation voltage. To provide damping, the stabilizer produces an electrical torque component in phase with rotor speed deviation. Fig. 2 shows the general structure of modeling and performance of the PSS considering the excitation system. Since the PPS must generate in-phase electrical torque with speed variations, the lead-lag block is used in the PSS [33]. The number of lead-lag blocks depends on the nature of the system and how the PSS is adjusted for the required phase variation. The phase compensation block provides the appropriate lead characteristic for lead compensation between the excitation input and the electrical torque of the generator.
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Figure 2: The block diagram of the lead-lag stabilizer

This controller consists of several washout blocks and results in the reduction of responses higher than tolerable limits of the power system in case large distortions occur. Since the PSS must produce in-phase electrical torque with speed variations, the lead-lag block is used in the PSS. The number of lead-lag blocks depends on the nature of the system and how the PSS is adjusted for the required phase variation. The phase compensation block provides the appropriate lead characteristic for compensation between the excitation input and the generator electrical torque. The steady-state effect eliminating block acts as a high-pass filter with a large enough Tw time constant and allows the signals corresponding to the ωr oscillations to pass unchanged, and the stabilizer gain Kstab determines the amount of damping produced by the PSS [34].

In simulations, conventional power system stabilizers (CPSS), optimized power system stabilizers (OPSS) also robust design of power system stabilizers (RPSS) optimized by the differential evolution algorithm have been used. To evaluate the performance of the stabilizers in the power system under study, three-phase to ground fault with 200 ms duration at t = 2 s and at the point F specified by a cross in Fig. 1 is applied.

3  The Objective Function and Constraints

In this paper, the following objective function has been used for the robust design of PSSs and producing coordination.

f=∑i=1N{∫0tsimt2.((w1−w2)2+(w1−w3)2+(w1−w4)2+(w3−w4)2 }(1)

In Eq. (1), N is the number of operating conditions of the system under study, w is the generator angular speed, and t is the time operator. The variation ranges for decision variables are given in Tab. 2 [35]. For the optimum and robust design of PSSs, the differential evolution algorithm has been used.
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4  The Differential Evolution Algorithm

Storn and Price first introduced the differential evolution algorithm in 1995. They showed that this algorithm has a good ability for optimizing the non-differentiable non-linear functions. It has been introduced as a powerful and fast method for optimizing problems in continuous spaces. In other algorithms, at first, the crossover operator is applied then the mutation is done. In this algorithm in contrast at first, the mutation is applied then crossover is performed to generate a new population. For applying the mutation operator, no special distribution is used but the mutation step length is equal to the distance among the current members.

The position of members provides valuable information about the space of the value function. For example, when a random initialization method is used for generating the initial population, this population is a good representation of the whole search space that the distance between members is relatively large. By advancing the time and search procedure, the distance between members is reduced until all members converge to a similar solution. It must be remembered that the size of the distance between members is affected by the population size. The higher the number of members in the population, the smaller the length of this distance. The distance between members is a good sign of diversity between the current population also the step size for converging to a point. It means that if the distance between members is large, for the maximum possible exploration of the search space, the members must have a large step size. On the other hand, if distance between members is short, the step size for exploring the local areas must be small. Select a target vector xi1(t) from the population such that i ≠ i1. Then randomly select two members xi1 and xi2 from the population such that i ≠ i1≠i2≠i3 and also i1, i2, i3 ∼U(1, ns). Using these members, the experimental vector is generated as (2) [15].

u→i(t)=xi(t)+β(xi2(t)−xi3(t))(2)

The smaller the β, the smaller the step size and increasing this parameter results in fast convergence of the algorithm. Fig. 3 shows the procedure for generating a new particle.
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Figure 3: The differential evolution algorithm

Usually, the uniform distribution is used to generate the initial population. The members of the population are distributed uniformly in the space and at each step of the algorithm, they come closer together and this convergence results in approaching the optimum solution. Also, it must be noted that the larger population size could be a proper help to find the optimum solution [36–66].

One of the important factors in this algorithm is determining an appropriate value for the scale coefficient. If it is chosen small, the step size in generating new particle will be smaller and longer time is spent on the search. If the scale coefficient is chosen high for the differential evolution algorithm, the algorithm may skip the proper solutions. After generating a new particle, the mutation is done by generating a random number between 0 and 1. If the generated number is lower than the mutation rate, the desired element in that population member is taken from the mutation part. Otherwise, the element is taken from the initial value of the member. Then, the newly produced matrix is compared with the initial matrix. If the new matrix has a lower cost, it replaces the initial matrix. This is done for all members of the population. Fig. 4 shows the flowchart of the differential evolution algorithm.

[image: images]

Figure 4: The flowchart of the differential evolution algorithm

5  Simulation Results

For designing the OPSS and RPSS stabilizers, the differential evolution algorithm has been used. The algorithm’s parameters are given in Tab. 3. The performance of the designed PSS is evaluated at rated load and full load. The values of the generated active and reactive power of the generators in both scenarios are given in Tab. 4 [36]. The values of the parameters after the optimized design of OPSS and RPSS stabilizers with the differential evolution algorithm are presented in Tab. 5.
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5.1 The First Scenario

In the first scenario, the output power of the generators is adjusted according to Tab. 4. After installing the OPSS and RPSS stabilizers designed by the PSO and DE algorithms in the generators’ excitation system and applying three-phase to ground fault with 200 ms duration at t = 2 s, studies have been performed. In Fig. 5, the amplitudes of the inter-area mode oscillations are shown as Δw12 and Δw34, and intra-area oscillations as Δw14 and Δw13. In results obtained from simulations, the variations of angular speed of all generators are depicted with respect to this reference (G1).

In Fig. 5, the red dashed line and blue dotted line are corresponding to the power systems that use the OPSS and CPSS, respectively. The black bold line is the inter-area and intra-area mode oscillations in the power system when the stabilizer with designed the RPSS method has been used.

According to the results obtained in Fig. 5, the maximum deviation amplitude of the modes after applying 200 ms fault at t = 2 s is 1.88×10−3 rad/s in the power system with a conventional stabilizer (CPSS). While for similar conditions, if the optimized stabilizers (OPSS) are used, this amplitude will be 1.18×10−3 rad/s that is lower than the CPPS case. The least deviation amplitude is obtained for the power system using the RPSS stabilizers. The maximum deviation amplitude, in this case, is reduced to 0.87×10−3 rad/s. It must be mentioned that this index is obtained equal to the maximum deviation among the inter-area and intra-area mode oscillations. The lower value of this index indicates a higher stability margin of the power system such that there is a possibility to exchange more electric energy from the connection line between two areas with an appropriate stability margin.
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Figure 5: Inter-area and intra-area mode oscillations in the first scenario

On the other hand, whenever the oscillations are damped in a shorter time, the power system will have better dynamic stability conditions and the probability for instability will be lower. As a result, a stabilization method with shorter oscillation damping times is preferred. It must be mentioned that in simulations, the settling time of oscillation is calculated as 4% of the final value. Accordingly, noticing the Fig. 5, the damping time for oscillation modes in the power system with CPSS stabilizers is about 5.47 s while it is 3.44 s for the power system with OPSS stabilizers. However, if the stabilizers are designed as robust PSS, the settling time is reduced and will be equal to 3.18 s that is lower than both other stabilizers.

In the following, for more accurate analysis of the results obtained in the first scenario, indices of the maximum deviation (MD) amplitude percentage, the time required for damping modes’ oscillation (TS), also the value of the objective function for all stabilizer are presented in Tab. 6. It must be mentioned that each of these three indices represents the better performance of that stabilizer in damping the oscillations and improving the dynamic stability margin of the power system.
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In other words, the value of the objective function is the integral square time square error (ISTSE) measure for the power system that uses the proposed RPSS stabilizer has a lower value compared to two other similar power systems. The value of the objective for the power system with the RPSS is equal to 0.026. It is equal to 0.054 and 0.032 for the power systems with the CPSS and OPSS, respectively. As stated earlier, the lower value of the objective function indicates a lower amplitude for the oscillations and shorter time for damping which is true for the first scenario. The maximum deviation amplitude and time required for oscillation damping for inter-area and intra-area modes are obtained 0.087 rad/s and 3.18 rad/s, respectively, for the RPSS stabilizers, while these two indices are obtained higher for two other stabilizers. The maximum oscillation amplitude is higher for the conventional stabilizers (CPSS) which results in a higher probability for instability and losing synchronization in case of a more severe fault.

5.2 The Second Scenario

The performance of a stabilizer is verified if it dampens the oscillations acceptably when the operating conditions change. In the second scenario, the studies repeated by increasing the output power of the generators. In the new conditions, three-phase to ground fault with 200 ms duration is also applied to the connection line between two areas. The results are shown in Fig. 6.

Considering Fig. 6, the maximum deviation amplitude of inter-area and intra-area mode oscillation, in the power system with the conventional stabilizers (CPSS) is obtained as 1.59×10−3 rad/s, while if the OPSS is used, it is approximated to be about 0.94×10−3 rad/s. In similar conditions, if RPSS is used, the maximum deviation amplitude is lower than two other stabilizers and is calculated as 0.89×10−3 rad/s.
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Figure 6: Inter-area and intra-area mode oscillation in the second scenario

On the other hand, the maximum time required for damping the inter-area and intra-area oscillations, if the CPSS is used is equal to 6.29 s and for the OPSS is 4.54 s. The minimum damping time is associated with the RPSS stabilizers with 4.09 s. The shorter damping time caused the system to have stable conditions in the fastest time and not to get unstable in the case of further fault. In the following, Tab. 7 summarizes the values of the indices for all methods of stabilizing the power system in the second scenario.
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The values of the objective function, if the CPSS and OPPS are used in the power system under study, are calculated as 0.063 and 0.037, respectively, while will be equal to 0.029 if the RPSS stabilizers are utilized. In the second scenario, similar to the first scenario, the power system under study which uses the RPSS stabilizers obtains a lower value of the objective function compared to two other stabilizers and this is verification of this stabilization method. In addition, the maximum deviation amplitude and oscillation damping time in the second scenario is associated with the RPSS.

5.3 The Third Scenario

For evaluating the performance of the designed stabilizers, the loading conditions for the generators are changed again. In the third scenario, loads of the generators are reduced compared to the first scenario and adjusted according to Tab. 4. In addition, in these conditions, a three-phase to ground fault with 200 ms duration is applied to the connection line between two areas. The results are shown in Fig. 7.
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Figure 7: Inter-area and intra-area mode oscillations in the third scenario

In addition, in the third scenario like two previous scenarios, the values of the maximum deviation amplitude and oscillation damping time indices and the value of the objective function, as a result, are calculated. According to this, the maximum deviation amplitude of the inter-area and intra-area mode oscillations for the power system under study, which uses the CPSS, is about 1.74×10−3 rad/s, while it is lower for the case of the OPSS and is equal to 2.03×10−3 rad/s. In similar conditions, if the RPSS is used the maximum deviation amplitude will be lower than two other methods. The value of the maximum deviation amplitude index is 1.67×10−3 rad/s if the RPSS is utilized. In the following, the time required for damping the oscillations in the power system with three CPSS, OPSS, and RPSS stabilizers are calculated.

The maximum time required for damping the inter-area and intra-area mode oscillation in the power system with CPSS is 7.02 s and is approximated as 4.96 s if the OPSS is used. However, the value of this index in presence of the RPSS is equal to 4.32 s, which is lower than two other control methods. In the following, in Tab. 8, the values of the maximum deviation, damping time, and the objective function for all stabilizers are presented for the third scenario. The value of the objective function in the third scenario, if the CPSS and OPSS stabilizers are used, is equal to 0.043 and 0.036, respectively. The value of this index is equal to 0.027 if the RPSS is utilized. The value of the objective function in the power system that uses the RPSS is lower than two other power systems, and it means better performance for this stabilizer in damping the modes’ oscillations.
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6  Analysis of Results

For evaluating the performance of the designed stabilizers in three defined scenarios, the simulation results are studied numerically. For this purpose, the values of the objective function also the maximum deviation amplitude of the inter-area and intra-area mode oscillations, and damping time are depicted as bar charts associated with each of them. It must be mentioned again that a lower value of these indices indicates a higher stability margin. Fig. 8 shows the values of the objective function for each of the stabilizers and three defined scenarios.
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Figure 8: Bar charts of the objective function

In Fig. 8, the bars with red, blue, and green colors are related to the power systems with the CPSS, OPSS, and RPSS stabilizers, respectively. Accordingly, it can be stated that in minimizing the objective function, in all three scenarios, the power system with RPSS designed by the differential evolution algorithm has a lower value than two other stabilizers. The highest difference is obtained in the second scenario where increasing the system load the probability of instability is increased. A lower value of the objective function indicates that the stabilizing system will have the ability to dampen the oscillation in a shorter time with lower amplitude. The values of the objective function in all three scenarios with the proposed RPSS are relatively close. The reason for this is its robust design and considering all operating conditions in designing the stabilizer. Inversely, the highest value of the objective function is associated with the power system with CPSS. This high value means a lower stability margin and a higher probability for instability.

Another appropriate index for comparing the performance of the stabilizers used in simulations is the maximum deviation from the reference inter-area and intra-area mode oscillations. The lower the amplitude of the oscillations, the more dynamically stable the system. Fig. 9 shows the percentage of the maximum deviation of the oscillations in three scenarios as bar charts.
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Figure 9: Bar charts of the maximum deviation of the oscillation

In all scenarios, the maximum deviation amplitude associated with the RPSS is lower than two other stabilizers, and this is a verification of the performance of the proposed control system and accurate coordination between the stabilizers. On the other hand, the CPSS has no proper conditions in the first and second scenarios, and the maximum deviation amplitude is very large in this system. It prevents using the maximum capacity of the power system because the appropriate stability margin is low. Another criterion to compare the performance of the stabilizers and determine the superiority of one over the others is the maximum time required for damping the oscillations. As much as the stabilizer could dampen the oscillations resulting from distortions in the power system, it will have better conditions from the performance point of view. In the following, Fig. 10 shows the maximum damping time for three scenarios for each of the stabilizers.
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Figure 10: Bar charts for the maximum oscillations’ damping time

Like two previous criteria, the value of this index for the proposed RPSS is lower than two other stabilizers. The damping time, if the operating conditions of the generators change, for the power system with the RPSS is lower than 4.5 s that is relatively a proper condition. On the other hand, the OPSS has a lower settling time compared to the RPSS. It is appropriate to design the stabilizers optimally for better performance. It can be said that the lower the settling time, the more dynamically stable the power system, and by increasing the dynamic stability, the power system will be able to transmit more power with a proper stability margin.

7  Conclusion

In this paper, a comparison has been performed between the proposed RPSS, which is a lead-lag stabilizer with its parameters determined robustly using the differential evolution algorithm, with the conventional (CPSS) and the optimized (OPSS) stabilizers. For this purpose, a standard four-machine power system has been used for the studies and simulations. Simulations are performed in three different loading conditions as three scenarios by applying a three-phase to ground fault with 200 ms duration in connection line between two areas of the power system under study to evaluate the performance of various stabilizers. For this purpose, the values of the maximum deviation from a reference value, the time required for oscillation damping also the value of the objective function are calculated for three stabilizers in three scenarios. According to the results obtained from the simulations, the values of the objective function in three scenarios for the power system with the RPSS stabilizers designed by the differential evolution algorithm are relatively close to each other and are lower than the objective function of two other controllers. A lower value of the objective function implies that the system can dampen the oscillations in a shorter time with lower amplitude. The reason for this is the robust design of the RPSS stabilizer and considering different operating conditions for the design procedure. However, the maximum value of the objective function is obtained for the convention stabilizers (CPSS). A high value of this index means a higher probability for instability. One other index calculated to compare the performance of the stabilizers in simulations is the maximum deviation from the reference oscillations in oscillation modes in the power system. The lower the oscillations amplitude, the more dynamically stable the system, and there is the possibility to transmit more electric energy for connection line between two areas with a proper stability margin. In all three scenarios, the maximum deviation amplitude of the oscillation modes in the power system with the proposed RPSS is lower than two other methods, and this is a verification of the correct performance of the proposed control system. Unlike the RPSS, the conventional stabilizer (CPPS) does not have an appropriate condition in the first and second scenarios, and the deviation amplitude of oscillation mode is large. This issue, because of a lower stability margin, prevents using the maximum capacity of the transmission lines. Another criterion considered in the studies is the maximum time needed for damping the inter-area and intra-area mode oscillations in the power system under study. As much as the stabilizer could dampen the oscillation modes in a shorter time, it will have better performance and the probability of instability will be lower. Shorter damping time causes the system to get stable in the fastest time and not to become unstable in case of additional faults. Simulation results show that in all three scenarios, the damping time for the proposed RPSS is lower than two other stabilizers. The damping time for different loading conditions of the generators in the power system with the RPSS stabilizers is calculated to be less than 4.5 s. On the other hand, the oscillations’ damping time in the power system with the OPSS has a lower value in comparison to the conventional RPSS. So, it is recommended to design the stabilizers optimally for better performance.
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Table 3: The parameters of the differential evolution algorithm
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Table 8: The results of the stabilizers’ performance in the third scenario
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Table 6: The results of stabilizers’ performance in the first scenario
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Table 4: The output power of the generators (per-unit)
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Table 7: The results of the stabilizers’ performance in the second scenario
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Table 2: The variation ranges of the parameters
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Table 5: The optimum parameters of the stabilizers
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