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Abstract: When considering the mechanism of the batteries, the capacity
reduction at storage (when not in use) and cycling (during use) and increase
of internal resistance is because of degradation in the chemical composition
inside the batteries. To optimize battery usage, a battery management system
(BMYS) is used to estimate possible aging effects while different load profiles
are requested from the grid. This is specifically seen in a case when the vehicle
is connected to the net (online through BMS). During this process, the BMS
chooses the optimized load profiles based on the least aging effects on the
battery pack. The major focus of this paper is to design an algorithm/model
for lithium iron phosphate (LiFePO,) batteries. The model of the batteries
is based on the accelerated aging test data (data from the beginning of life
till the end of life). The objective is to develop an algorithm based on the
actual battery trend during the whole life of the battery. By the analysis of
the test data, the complete trend of the battery aging and the factors on
which the aging is depending on is identified, the aging model can then be
recalibrated to avoid any differences in the production process during cell
manufacturing. The validation of the model was carried out at the end by
utilizing different driving profiles at different C-rates and different ambient
temperatures. A Linear and non-linear model-based approach is used based
on statistical data. The parameterization was carried out by dividing the data
into small chunks and estimating the parameters for the individual chunks.
Self-adaptive characteristic map using a lookup table was also used. The non-
linear model was chosen as the best candidate among all other approaches for
longer validation of 8-month data with real driving data set.

Keywords: Aging model; state of health; lithium-ion cells; battery management
system; state of charge; battery modeling

1 Introduction

The major difference between Electric Vehicles (EV’s) and conventional vehicles is the presence
of batteries and motors for traction in place of a combustion engine. The batteries in the EV’s are
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the major price contributing factor considered within the EV industry and are considered a hurdle in
terms of its price and safety.

In comparison to the other battery chemistries, lithium-ion cells are considered suitable for
portable and traction-based applications [1]. These batteries have a long life span and have high
efficiencies in comparison to other chemistries but only if a few of the conditions are not violated
e.g., protection from short circuit, over charging and discharging [2]. Despite the popularity of these
batteries, they still have a short life span due to the internal chemical phenomena which are exaggerated
under certain conditions. Batteries calendar life and cycling life are both considered important as far
as lithium batteries are concerned. Short calendar life and cycling life under certain conditions is the
main price contributing factor because the user will have to replace the batteries after a certain period,
since the short life and high cost limits the use of these cells. The Research is ongoing and is still
finding factors in which the aging of the battery is optimized to its full potential. This can be achieved
by creating an efficient aging model which will identify the factors affecting the life of the batteries
and based on these factors, optimize the use of the batteries [3].

The behavior of the battery is different under storage and cycling conditions. Therefore, the factors
affecting both of these conditions need to be identified in terms of capacity decay and increase in
internal resistance. Furthermore, aging under cycling conditions is still a critical task because of
uncertain behavior in capacity and resistance, specifically when the battery is at rest and again at
cycling [4].

To optimize the use of the battery under all operating conditions, an aging model is required inside
a BMS, this then efficiently chooses the best profile from the grid to show the least aging on the battery
packs for optimal use. Different battery models have already been developed in the literature but few of
them focus on efficient estimation of aging under all conditions [5]. If the efficient model is considered
then the model will be complex enough to be implemented on real-life scenario applications, therefore
a compromise is to be made between accuracy and complexity.

This paper presents an optimized semi-empirical model based on accelerated data and estimates
the parameters offline. The offline parameters often lose validity when conditions change hence
different parameters need to be estimated based on battery behaviors and updated in the model
accordingly. The states of the model have to be re-calibrated whenever variations are found based on
actual estimated values. In this way, optimized model is possible to estimate actual battery conditions
by re-calibration without having a complex system.

2 Vehicle to Grid (V2G) System

In vehicle to grid systems, the vehicles are connected to the grid majority of the time. During that
scenario, the storage aging could be reduced by supplying electricity to the grid if the battery SOC is
above the threshold. From the analysis of accelerated test data, it is evident that if the battery state
of charge is above 80 percent the aging process will accelerate. Therefore, the purpose of the research
is to reduce the storage aging by supplying back to the grid only if the battery state of charge is at
a higher level. By going through this process, the storage aging will be reduced and both utility and
the consumers will be a benefit during peak load for power regulation. In the same way, cycling aging
needs to be addressed by using the efficient aging model. The intermediate system operator (ISO)
sends profiles of the grid to the vehicles and the BMS of the vehicles run those profiles to choose
among optimum profiles having the least aging effect on the battery pack, as presented in Fig. 1.
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Figure 1: Vehicle to grid (V2G) operation [0]

3 Aging Model for BMS

To precisely estimate the aging of the battery, an aging model is required in BMS which will have
the capability to efficiently estimate the actual state of the battery pack under all conditions. The
aging model must be simple enough to be easily implementable inside a BMS but must be capable of
accurately estimating the actual state of health at all the operating conditions.

Fig. 2 highlights the basic scheme of BMS in which the aging model is based on the pre-processing
data and estimated values of resistance, capacity, and energy. The actual values will be estimated from
other blocks and compared with the values from an aging model block. The values are recalibrated
whenever required.
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Figure 2: Possible simplified schema of BMS

It is not possible to estimate all internal phenomena inside the battery by using a simple approach
so a compromise has to be made. There are many electro-chemical phenomena which are not
considered in electrical models e.g., Solid electrolytic interface layer growth. The electro-chemical
models are accurate but we need to consider individual equations for each chemical phenomenon
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inside the battery which increases the complexity of the model. These models are complex enough and
are not implementable inside an ordinary microcontroller [7].

To consider all internal processes accurately, empirical and semi-empirical models are appropriate.
The Statistical or empirical models are dependent on battery test data through which we know how
battery ages from the beginning of life till the end of life. If all the data is available then the model will
be selected by the analysis of the data through different fitting techniques. The major disadvantage of
this approach as compared to the first principal model is that we need complete test data of the battery
which is cost and time-intensive and the validity of the model is limited to specific chemistry [§]. In this
work semi-empirical model based on accelerated aging test data is considered for aging prediction by
following some physical law e.g., Arrhenius law which states that the reaction rate doubles for every
10% temperature rise.

4 Accelerated Aging Test

Accelerated aging means to speed up the normal aging processes e.g., different temperatures,
current and state of charge, depth of discharge that normally takes place within the life cycle of the
battery. Normally this behavior of battery is visible within the life of the battery (5-10 years and so).
Instead of observing within the complete life cycle of the battery, the processes could be observed
within a few months. These tests are carried out in the controlled environment in a laboratory. For
long-term temperature variations, the cells are stored in a temperature chamber. The climate chamber
artificially replicates the conditions under which the batteries might be exposed during their battery
life. Climate chambers are normally used to accelerate the effects of temperature exposure, sometimes
at extreme conditions that are not normally expected (e.g., 70°C). The main goal is to observe the
long-term behavior of the battery at storage and cycling conditions at real environmental operating
temperature ranges.

5 Experimentation

In this research high power 8 Ah with a nominal voltage of 3.2 V LiFePO4 cylindrical cells have
been tested and analyzed. The active material of the anode is graphite and the cathode is LiFePO4.
For testing three cells of the same production is used under same conditions in order to overcome
differences in production spread. For storage, the effect of temperature and SOC and for cycling
conditions the effect of current and SOC was quantized. The cells were placed under storage conditions
in spite of the floating condition.

The tests at storage conditions were carried out according to the test matrix in Tab. 1. At storage
condition, the temperature will be 30°C, 40°C, 50°C, and 70°C according to the text matrix. Data have
been collected for 6-8 months by changing temperature and state of charge as per text matrix.
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Table 1: Test matrix for accelerated aging

Test matrix for calendar aging tests performed on Test matrix for cyclic aging tests performed
8 A cells. on 8 A cells.

Temp/ASOC  20% 50% 80% I/ASOC 10% 50% 80%
30°C X X X 1C X X X
40°C X 3C X X X
50°C X 6C X X X
70°C X

For cycling conditions, the test has been performed according to the text matrix at 1C, 2C, and
6C rates for 10%, 50%, and 80% SOC respectively. The same procedure of storage was repeated for
cycling for the analysis of the long-term behavior of cells. All tests were performed at ISEA RWTH
Aachen Germany and test data is the property of the institute.

5.1 Storage Aging Results

For the storage condition, the test data of capacity and resistance are known. The data provides
information about how the battery ages and what are the factors that are affecting the life of the
battery. From the analysis of the storage results for all conditions, it can be seen that the capacity of
the battery increases for the first few months and resistance decreases respectively. This is because of
the Silicon Electric Interface (SEI) layer formation which initially increases the capacity and later on
as the growth of the layer increases the capacity decay starts which is also evident from the literature
[9]. It can be seen from the given results in Fig. 3 that for a higher temperature the capacity decay and
increase of internal resistance are more prominent. To increase the life of the battery, the temperature
plays an important role.

Fig. 3 highlight the cells that are degrading more compared to the cycling condition. Specifically
for the cells stored at 70°C with SOC 50%, the cells ages more and reaches their end of life early as
compared to cells having a temperature of 30°C with a SOC of 50%. In the same way, the cells having
a temperature of 30°C with a state of charge of 80% reach the end of life early compared to the SOC
of 20%. For storage condition, it is concluded that for higher SOC at a specific temperature the life of
cells decays further and similarly if for the same SOC the temperature increases then the life of cells
decay further.

5.2 Cycling Aging Results

It can be seen from the results in Fig. 4 that the cells behave differently during cycling and storage
conditions. The aging effects are dominant during cycling conditions. From the accelerated aging test
data of cycling, it can be seen that the cells age more rapidly compared to storage. The cells ages more
rapidly for a higher C-rate, the cells having a 6C rate have more aging effects compared to the 1C rate.
From the analysis of the data, we have found that the cells have 10% SOC and 80% or more SOC age
more rapidly.
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Figure 3: Aging test data at storage conditions

For cycling, the cells at 1C rate with 10% depth of discharge age rapidly compared to cells having
80% DOC having a temperature of 30°C at the same C-rate. The cells at 6C rate with DOD of 10%
age rapidly compared to cells at 80% DOD having a constant temperature of 30°C at the same C-
rate. From the results, it can be observed that more variations specifically for resistance during cycling
compared to storage, and this is the reason that the resistance model for cycling is difficult to achieve
the best fit equation to replicate the actual behavior of cells.
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Figure 4: Aging test data at cyclic conditions

6 Implementation of the Algorithm

To efficiently replicate the behavior of the battery, an efficient model is necessary having the
capability to operate at all operating conditions. However, many battery models are not precise to
replicate the actual battery behavior at all operating points. The models which are precise are too
complex have a high number of parameters and need to update these parameters online so these models
are not suitable for real-time applications. As already explained in the previous section that this paper
presents a semi-empirical model so during the selection of the model some of the factors need to be
considered from existing literature and also justified from accelerated aging test data [10]:

Effects of aging on battery characteristics depend on the conditions used (for high power cells,
more variation in capacity compared to resistance). The aging effect is purely dependent on the usage
conditions.

For storage and cycling only the dominating factors for the respective case will be considered as
highlighted by Fig. 5.
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Figure 5: Hierarchy for model selection

The behavior of capacity and resistance is not linear and has a non-monotonic trend.

For the storage model, time, temperature, and voltage are taken into account. For cycling, Ah,
current and DOD are taken into account for both resistance and capacity models [11].

Cstorage b Rslomge =f(t5 T9 V) (1)
Ccyclea Rcycle :f(Aha Iz DOD) (2)

The parameters are estimated based on analysis of test data but still, there is the possibility of
error. A recalibration is necessary whenever new values of capacity and resistance are available for the

model to be robust as highlighted in Fig. 6. Four different approaches have been considered in this
paper as mentioned in Tab. 2.
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Figure 6: Complete BMS with recalibration concept

Table 2: Summary of implemented algorithms

Implemented algorithms

1 Non-linear model (conventional) + NLMS filter
2 Non-linear model with window-based + NLMS filter
3 Adaptive characteristic map using a look-up table
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6.1 Non-Linear Model

Complete test data from BOL to EOL is now available so we know how the battery ages. The idea
is to find a model equations by using the curve fitting technique and to find the best fit model for both
capacity and resistance in storage and cycling condition. Based on the best fit model for each case, the
unknown parameters for best fit are calculated.

For the storage condition, regarding the capacity:
a,
=)
Capacity =1 —a, xe T xe“ ™V x/t (3)
For the storage condition, regarding the resistance:

Resistance = 1 + a, x e x (a; x V242, x V+a,) x v/t (€))
For the cycling condition, regarding the capacity:

Capacity = 1—a, x e %™V 5/ — a, xI’+a, xI4+a; xIxDOD+a,x DOD*+a; x DOD+a, x (Ah)
)
For the cycling condition, regarding the resistance:
Resistance =1 +a, x e T x (a; x V> +a, x V425 x Vt+a, x P4+a, x[+a, x I x DOD
+a, x DOD’ 4+ a; x DOD + a; x (Ah) (6)
After finalization of the model equations, we have calculated the unknown parameters for best
fit for both capacity and resistance in storage and cycling conditions as presented in Tab. 3. From the
analysis of test data, we can clearly see that there are more variations in the resistance data specifically

for the cycling and storage so the fitting is not accurate but acceptable. So, we compensated the
variations at the end by recalibrating our model.

Table 3: Model fitting parameters

Capacity model estimated parameters at storage condition

Fitting equation C = 1 — a, x e~ x e®*V) x /t

Value a, a, a, Residual norm R?
Results 0.000016 257.9 3.315189  0.00003 0.91

Resistance model estimated parameters at storage condition

Fittingequation R =1+a, x e~ T x (a; x V24 a, x V4 a)/t

Value a, a, a, a, as Residual norm R?
Results —0.02703 20.119 0.624 —-1.327 -3.314 0.002 0.6

Capacity model estimated parameters at cycling condition
Fitting equation C =1— a, x ’+a, x I+ a; x I x DOD + a, x DOD? 4+ a; x DOD + a, x (Ah)

Value a, a, a, a, as a Residual norm R?
Results 0.272 —3.328 0.059 0.0008 —.2027 11.39 12.533 0.9471

(Continued)
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Table 3: Continued

Resistance model estimated parameters at cycling condition
Fitting equation R =1+ a, x 4+ a, x I +a; x I x DOD + a, x DOD? 4+ a; x DOD + a, x (Ah)

Value a, a, as a, as a Residual norm R?
Results 0.1104 —1.0436 0.0221 —0.0006 0.008 2.010 9.589 0.82

6.2 Non-Linear Model with Window-Based Approach

The idea of this approach is to divide the test data after analysis and find parameters offline for
each chunk individually. After estimating the parameters for each of the chunks we have updated
the parameters in the model based on the conditions. The parameters for each of the chunk are
considered for update whenever a new condition is detected. By using this approach, the results of
online parameter estimation methods are achieved by the use of offline parameters estimation.

The issue of adaptability can be reduced and the possibility of using online information can be
utilized without complication. In the next section we have calculated parameters for each of the chunks
individually.

For the parameterization of the model for capacity and resistance for cycling and storage
conditions, the data is divided in chunks for all conditions based on analysis of data having linear
trend. For storage, the data is divided into days and the length of the first chunk is around 2 to 3
months for all other chunks.

For cycling, the chunks are divided based on equal length of 1000 Ah. Whenever new conditions
are detected then the model starts to adapt for new parameters. The parameters for capacity and
resistance for all chunks in shown in Tab. 4.

Table 4: Model fitting parameters

Capacity model estimated parameters at storage condition for all the windows

Fitting equation C = 1 — a; x e x eV x /t

Value a, a, a, Residual norm  R?
Window 1 0.000072 2579818 2.7627  0.0001 0.72
Window 2 0.0826 257.995 0.6512  0.0001 0.734
Window 3 0.000228 257.9854 2.4759  0.00007 0.81
Window 4 0 226.315 4.794 0.00001 0.64

Resistance model estimated parameters at storage condition for all the windows

Fitting equation R =1+ a, x e~ ) x (a; x V24 a, x V4 a,)/t

Value a, a, a, a, as Residual norm R?
Window 1 —496.126 376.204 39.022 —-256.8 422.65 0.0001 0.9
Window 2 —45594 38324 35.86 -236 388.41 0.0001 0.9
Window 3 —-0.0162  6.811 0.979 —2.445  —-3.493 0.0029 0.3
Window 4 0.092 168.199 —0.724 3.242 0.915 0.00009 0.5

(Continued)
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Table 4: Continued

Capacity model estimated parameter at cycling condition for all the windows
Fitting equation C=1— a, x ’+a, x I+ a; x I x DOD + a, x DOD? 4+ a; x DOD + a, x (Ah)

Value a, a, as a, as a Residual norm R?
Window 1  0.3464 —4.980 0.095 0.0025 —0.461 15984 105.08 0.83
Window 2 0.7936 —7.877 0.0845  0.0011 —-0.239 14416 16.77 0.96
Window 3 0.3203 —4.376 0.0671  0.0004 —0.195 12988 6.706 0.97
Window 4 0.4763 —5.490 0.078 0.0010 —0.246 13.724 8471 0.924
Window 5 —0.726  3.871 0.129 0.0045 —0.728 1.976 0 1

Resistance model estimated parameter at cycling condition for all the windows
Fitting equation R =1+ a, x I’ +a, x I+ a; x I x DOD + a, x DOD? 4+ a; x DOD + a, x (Ah)

Value a, a, as a, as a Residual norm R?
Window 1 0.1327 —1.6055 0.0308 0.0015 —0.211 5.284 28.285 0.710
Window 2 0.1888 —1.805 0.0256  0.00093 —0.1285 3.7396 9.4311 0.861
Window 3 0.1547 —1.605 0.0186  0.00036 —0.0792 3.9051 0.7711 0.96
Window 4 0.2288 —2.0466  0.0250  0.00015 —0.0651 3.6485 0.826 0.95
Window 5 —0.4567 2.164 0.1354  0.00235 —-0.5925 1.1076 0 1

6.3 Self-Adaptive Characteristics-map Using Look-up Table

The models of the battery are either inaccurate or have complexity with a high number of
parameters. The characteristic map is not always suitable for real-time applications. The cranking
capability as a function of time is the example of a characteristic map. The drawback of this approach
is that the characteristic map loose validity with time and we need to update it accordingly for the
results to be accurate [12].

For the implementation of the lookup table approach, the model for capacity and resistance is the
same as in the previous section. A two-dimensional lookup table is used having values corresponding
to T, V at all conditions. If there is an error then the past table will be updated based on final error
values updated based on past a smoothing function is used [13]. A smoothing function is also used
for up-gradation. If no error is detected then update the initial characteristic based on prediction, as
presented in Fig. 7.

In the next section, we will discuss the recalibration of the model through a normalized least mean
squares filter.

6.4 Recalibration—-Normalized Least Mean Square (NLMS) Filter

The obtained aging model is accurate for relative values but not for absolute values, as the
fitting process is carried out in relative terms. There could be the possibility of differences between
the predicted and estimated values. So, the model needs to be recalibrated whenever differences are
detected. Recalibration is not directly possible so a normalized least mean square filter is utilized.
Through the NLMS filter, the weights are calculated and these weights are further used to reduce the
error, as presented in Fig. 8 [13].
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The filter is defined as:
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e(n) =d(n) — y(n)
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where
u'(n)
e + uf(n)u(n)
The next section presents the simulation results of all the implemented approaches.

S u(n),e(n), p) = pe(n) (10)

7 Simulation Results

The selected models of all approaches for capacity and resistance have been implemented in
MATLAB/Simulink©. All approaches are validated with real driving profiles. The data used for the
parameterization and validation is different. For validation of all the models, different driving profiles
have been used to compare the accuracy to select among the most optimum approach in our specific
scenario.

For the non-linear model, the validation results can be seen from Fig. 9 for capacity and resistance.
The results are compared with and without recalibration and we can see that the error is further
reduced by using the recalibration approach. The validation data is for 80 days period and we can
see that for a longer validation the error is reduced to half by using the recalibration.
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Figure 9: Non-linear model validation results

From Fig. 10 we can see the longer validation by using the window-based approach with and
without recalibration. The temperature trends are also highlighted in the plot. By analyzing the longer
validation of 200 days we can see that the error in the resistance is more compared with the capacity.
The reason for this variation is the highly non-linear behavior of resistance specifically during cycling
but not limited to cycling only. In the scenario of resistance more variations are observed and are more
difficult to model resistance compared to capacity. By using the recalibration approach the results
of resistance and capacity are further improved but recalibration. So, the window-based approach is
better compared to the conventional approach, and recalibration of the model is necessary.
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Figure 10: Non-linear model window-based validation results

The results of the characteristic map are shown in Fig. 11. The validation is for 50 days period
and the results are acceptable but this approach has its limitation of up-gradation of lookup table
gradually. So, the lookup table approach is not implementable in all scenarios. The same pattern can
be observed as in previous approaches that more error is observed for the resistance model compared
to the capacity model and results will be better by recalibration.
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Figure 11: Characteristic map validation results

Tab. 5 summarizes the validation for all approaches by using longer data sets. For a non-linear
model with a data of 40 days for capacity and resistance, the error for capacity is 0.26% and for
resistance, it is 0.62%. For the non-linear approach with the window-based method, the validation
data of 8 months has been used. The error for the capacity model is 0.16% and for resistance 0.5%
with recalibration. For a longer validation, the results are assumed to be ideal. For an adaptive map



CMC, 2022, vol.73, no.2 3163

with validation data of 40 days for resistance and capacity, the error will be 0.26% for capacity and
0.26% for resistance. So, the non-linear with window-based approach and by using recalibration is the
optimized model for this specific case. Normally for a longer validation, there are few scenarios where
the model diverges e.g., cycling after a rest period. In our longer validation, all uncertain behavior and
temperature trends are utilized for analysis.

Table 5: Comparison of validation results

Comparison of results after recalibration

C (40 days) R (40 days) C (8 months) R (8 months)
Non-linear 0.26% 0.62%
Non-linear 0.18% 0.61% 7.3% (without recalibration)  13.2%(without recalibration)
(window) 0.16% (with recalibration) 0.5% (with recalibration)
Adaptive 0.26% 0.26%

map

8 Conclusions

In-vehicle to grid scenario, the aging model is used for optimal use of batteries in storage and
cycling conditions. The battery ages differently at storage and cyclic conditions. The storage aging can
be reduced by supplying power to the grid if the SOC of the batteries is at higher SOC. Cyclic aging
can be reduced by selecting the optimum operating conditions. An aging prediction model based on
accelerated aging test data is used to select the best and optimum model having the least aging on the
battery pack. In this way, the aging could be reduced and the user can earn money by supplying power
back to the grid.

The aging model must be simple having fewer parameters so that it can be easily implementable
in real-time systems but at the same time the model must be precise enough to accurately predict
the battery parameters. Different modeling approaches have been used to compare the best optimum
approach. Online approaches are complicated enough to have many parameters but the offline
estimated parameters mostly lose their validity with time so they need to be adapted with the new
conditions. For the validity, actual driving profile have been used and based on these profiles the non-
linear model with a window-based approach was found to be the best among other approaches.
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