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Abstract: Sign language recognition can be considered as an effective solution
for disabled people to communicate with others. It helps them in conveying
the intended information using sign languages without any challenges. Recent
advancements in computer vision and image processing techniques can be
leveraged to detect and classify the signs used by disabled people in an effective
manner. Metaheuristic optimization algorithms can be designed in a manner
such that it fine tunes the hyper parameters, used in Deep Learning (DL)
models as the latter considerably impacts the classification results. With this
motivation, the current study designs the Optimal Deep Transfer Learning
Driven Sign Language Recognition and Classification (ODTL-SLRC) model
for disabled people. The aim of the proposed ODTL-SLRC technique is to
recognize and classify sign languages used by disabled people. The proposed
ODTL-SLRC technique derives EfficientNet model to generate a collection
of useful feature vectors. In addition, the hyper parameters involved in Effi-
cientNet model are fine-tuned with the help of HGSO algorithm. Moreover,
Bidirectional Long Short Term Memory (BiLSTM) technique is employed for
sign language classification. The proposed ODTL-SLRC technique was exper-
imentally validated using benchmark dataset and the results were inspected
under several measures. The comparative analysis results established the
superior performance of the proposed ODTL-SLRC technique over recent
approaches in terms of efficiency.
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1 Introduction

Machine Learning (ML) technique [1] has transformed the societal perceptions and human-device
interaction with one another. In recent years, a multi-dimensional evolution has been observed across a
wide range of applications [2,3], assisted by ML techniques. ML technique includes three formats such
as reinforcement, supervised learning, and unsupervised learning to obtain the outcomes in a novel
manner. These outcomes affect the lives of people and provide business owners, a new shape to their
businesses. Amongst different applications of ML, Computer Vision (CV) technique is an attractive
field among researchers since it exploits the best of technical possibilities [4]. With the developments
made in the area of CV technology, it is possible to fulfil the inherent need that exists among disabled
persons, across the globe, who utilize sign language for day-to-day communication.

Sign language is a CV-based complicate language that engrosses signs formed by hand movements
and facial expressions [5]. Sign language is utilized by hearing-impaired people for interaction with
others in the form of distinct hand signs that correspond to words, sentences, or letters [6]. This
kind of interaction allows the hearing-impaired persons to communicate with others which in turn
reduces the transmission gap between hearing-impaired persons and other individuals [7]. Automated
detection of human signs is a complicated multi-disciplinary issue that has not been fully resolved
yet. Recently, several methods have been developed that include the usage of ML approach for sign
language detection. There have been many attempts to identify human signs through technology,
thanks to the advancement of DL approaches [8]. A network that depends upon DL algorithms
handles the architecture while the learning algorithm is inspired biologically along with traditional
networks [9,10].

Tamiru et al. [1 1] introduced the growth of automated Amharic sign language translators who
translate Amharic alphabet signs into respective text using ML algorithm and digital image processing.
A total of 34 features was extracted from color, shape, and motion hand gestures to characterize the
base and derive the class of Amharic sign character. The classification model was constructed using
multi-class SVM and ANN. In literature [12], optimization was conducted at feature level, while the
aim of the optimization is to offer complete characteristics and features of the designed sign language.
During the procedure, the layout of sensors, add-on feature, and combine feature data from other
sensors were also executed. The optimized feature was tested on dual LMC sensor which increased the
detection performance of Indonesian sign language. Alon et al. [13] presented a hand sign language
or hand gesture detection method, trained through YOLOvV3 approach that focuses on detection of
hand sign language or hand gesture that can detect its corresponding letter alphabet. The research tool
i.e., Labellmg, to annotate the dataset, categorized all the images of hand gestures, according to the
correspondent letter alphabet.

Azizan et al. [14] focused on the growth of sign language translator devices for speech-impaired
individuals. By capturing real-time gesture movements and sign language through high-resolution
camera, the scheme processes the signal and translates the information into visualized data. The device
was planned to identify distinct digits and alphabets in line with the guidelines for Malaysian Sign
Language (MSL). In literature [15], a smart human-computer communication scheme was proposed
to resolve the transmission inconvenience among non-disabled people and people who have hearing
constraints. The scheme integrates Al with wearable devices and categorizes the gestures using BPNN.
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Thus, it efficiently solves the transmission issue between non-disabled people and those people who
have hearing constraints.

The current study designs the Optimal Deep Transfer Learning Driven Sign Language Recogni-
tion and Classification (ODTL-SLRC) model for disabled people. The aim of the proposed ODTL-
SLRC technique is to recognize and classify sign language for disabled people. ODTL-SLRC technique
derives the EfficientNet model to generate a collection of useful feature vectors. In addition, the hyper
parameters involved in EfficientNet model are adjusted with the help of HGSO algorithm. Moreover,
Bidirectional Long Short Term Memory (BiLSTM) technique is also employed for sign language
classification. The experimental validation of the proposed ODTL-SLRC technique was executed
using benchmark dataset and the results were inspected under several measures.

Rest of the paper is organized as follows. Section 2 discusses about the proposed model, Section 3
validates the performance of the proposed model while Section 4 draws the conclusion for the study.

2 The Proposed Model

In this study, a new ODTL-SLRC technique has been developed to recognize and classify sign
language for disabled people. The proposed ODTL-SLRC model involves three major stages. At first,
EfficientNet model generates a collection of feature vectors. Secondly, the hyper parameters involved
in EfficientNet model are fine-tuned using HGSO algorithm. Thirdly, sign classification process is
carried out by BILSTM model. Fig. | depicts the overall process of ODTL-SLRC technique.
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Figure 1: Overall process of ODTL-SLRC technique
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2.1 Efficientnet Feature Extractor

Initially, EfficientNet method is executed to derive the set of useful feature vectors from sign
images [16]. EfficientNet group has a total of eight models in the range of B0 to B7. As the model num-
ber produces, the count of computed parameters does not enhance much. However, the accuracy gets
enhanced distinctly. The purpose of DL infrastructure is to reveal a better performance technique with
less number of models. EfficientNet, unlike other approaches, attains better performance outcomes
with uniform scaling resolution, depth, and width. However, it scales down the method’s outcome.
In compound scaling approach, the primary phase is search a grid to determine the connection
between distinct scaling dimensions of the baseline network in resource constraint setting. During
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this approach, an appropriate scaling factor is defined for dimensions such as resolution, depth, and
width. Then, the co-efficient is executed for scaling the baseline network towards the chosen target
network. Inverted bottleneck MBConv is an essential structure block for EfficientNet which is initially
presented in MobileNetV2. However, due to the enhanced FLOPS (Floating Point Operations Per
Second) budget, it can be utilized somewhat higher than MobileNetV2. In MBConv, the blocks contain
layers that get primarily expanded and compress the channel. Therefore, a direct connection is utilized
amongst the bottlenecks which connect with much smaller channels than the expansion layer. This in-
depth separable convolutional infrastructure decreases the computation by nearly k2 factor, related
to typical layers whereas k refers to kernel size that implies the width and height of 2D convolutional
window: depth: d = oy, width: w = B¢, resolution:r =y, a >1,8>1,y > 1.

Here, o, 8, v «, B and y are constants and are defined as grid search. ¢ stands for user-defined co-
efficient which controls that several resources are accessible to model scaling. However, «, 8, y «, 8 and
y define that more resources are allocated to network resolution, width, and depth correspondingly.
During regular convolutional procedure, FLOPS is proportional to d, w2 and r2.

2.2 HGSO-Based Hyperparameter Optimization

During hyperparameter tuning process, HGSO algorithm is employed for optimal tuning of
EfficientNet model parameters such as learning rate, batch size, and epoch count. HGSO algorithm
depends upon solubility, while it precisely defines the maximal solute quantity dissolved in the provided
count of solvents at specific pressure and temperature [17]. HGSO depends upon the performance of
gases as per Henry’s law. It is feasible to apply Henry’s law for establishing that low solubility gases are
soluble in particular liquids. The solubility is also powerfully controlled by temperature and pressure.
If the temperatures are maximum, then the solubility of the solids gets enhanced though it decays in
case of gases. In case of increasing pressure, the solubility of the gases too increases. This analysis
is concerned about gas and its solubility. Accordingly, Hashim et al. (2019) presented the HGSO
technique and simulated it. Following is the list of formulae used for computation rule of HGSO
technique Eqs. (1)—(11).

xi (t + 1) = xmin + (xmax - xmin) X rand (09 1) (1)
H; (1) =rand (0,1) + ¢, (2
P, (t) = rand (0,1) + ¢, (3)
G (1) = rand (0,1) + ¢; 4
_ T° — T (1)
H;(t+1)=H; (1) x exp (—Cj X (W)) (5)
T (1) = exp (—1) (6)
it
Sij (t) = I"I/(t+ I)XPi,j (Z) (7)

Xij (t+1) = X (1)

+ F{[ (x,,bm, (1) — x;; (t)) x rand (0,1) x + [(S,, (1) x best (1) — x;; (t)) x rand (0, 1) Xa] } (8)
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Fy.. (1) 4 0.05
_ _ Lbes () T U 9
Y ex”( F,.,,.(z)+0.05)x’8 2
N, =N x (¢, + rand (0, 1) (¢, — ¢,)) (10)
G(iJ) =G i ap + [(Gmax(i.j) - Gmin(i.j)) x rand (0, 1)] (11)

whereas, ¢ defines the entire number of iterations and refers to iteration time correspondingly.

Xi» Xmin» Xmax 1llustrate the place of i gas in population N and represents the problem bound
correspondingly.

Xipes aNd Xy, s€TVE as twin parameters that offset the exploration and exploitation stages.

H; refers to Henry’s co-efficient regarding the cluster H,.

P, signifies the partial pressure of gases i from the cluster ;.

C, defines the constant of type ;.

S;; (1) implies the solubility of gases i by cluster ;.

T, T’ demonstrate the temperature constant and is equivalent to 298.15 K correspondingly.

y denotes the ability to achieve connections of the gas j from the cluster i with other gases.

F, F,., stand for flag of switch of the searching agent and fitness of the optimum gas correspond-
ingly.

N, N, imply the entire count of searching agents and the count of worse agents correspondingly.

G, represents the place of gas i from cluster ;.

G in » Grax Serve as problem bounds

o, B, ¢,y @1, s, @5 Tefer to constant parameters.

The current study analysis utilizes the subsequent parameters: it,,,, is fixed as the gas number i.e.,
500, while the cluster number is fixed to be 50, rand represents the arbitrarily created number that lies
in the range of 0-1, « = 1, and 8 = 1, ¢, ¢,, @5 serve as constant values which are correspondingly
equivalent to SE—03, 100, and 1 E—02.

2.3 Bilstm Based Classification Model

In this final stage, BILSTM model is employed for detection and classification of sign languages.
LSTM achieves good outcomes than DNN system in terms of signal classification and sound classes
and it is a component of RNN [18]. Special memory block and recurrent connection in recurrent
hidden state make them stronger for modelling the sequential data, in comparison with classical RNN
and FFNN. Additionally, the multiplication unit called ‘gates’ offers the data flow to memory cell
(input gate) and from one cell to another unit (output gate). Also, forget gate is applied for scaling
the interior cell state prior to the addition of input to the cell as self-recurrence, whereas forgetting or
resetting the cell memory is done as and when required. LSTM consists of ‘peephole’ connections to
know the precise timing of the output. Fig. 2 demonstrates the framework of BILSTM.
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Figure 2: BILSTM structure

The weighted peephole connection from cell to gate is exposed in dashed lines. Here, x, =

(x;, ...,x7) represents an input sequence, and y, = (y,, ..., yr) denotes an output sequence. The
output sequence can be estimated by arithmetical sentence from time stepz = 1to 7.

iy =0 [(W,xx)+ (W, xr_)+(W.xco)+b)] (12)
fo=o [(Wh xx,) + (W x 1) + (W x 1) + b (13)
¢ :ﬁ @ Ciy + it @ [anh [(VVM X xt) + (Wcr X rl—l) + bc] (14)
Ot=O—[(VV0XXXI)+(WDIAXr171)+(Wan Xcr)-"_bo] (15)
r,=0,®tanh (c¢) (16)
=0 (WK, X 1, + b},) 17

Here, W denotes the weight matrices. For instance, WV, represents the weight matrix from input
gate to input. o shows the sigmoid function, W,, W,., W, represent the diagonal weight matrices for
peephole connection, b indicates the bias vector, and ¢, i, f, O, denote the cell activation vector, input,
forget, and output gates, correspondingly. Additionally, # and ® indicate softmax activation function
and element-wise multiplication for LSTM.

Even though RNN has the benefit of coding the dependencies among inputs, it creates a state
of vanishing and exploding against the gradient for lengthier data sequence. Since RNN and LSTM
take data from the preceding context, further enhancement is made by utilizing Bi-RNN. Bi-RNN
deals with two data sources and integrated with LSTM to create Bi-LSTM. Besides, Bi-LSTM have
the benefit of using feedback from LSTM for the next layers and it also handles the information with
dependence on a lengthy range.
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3 Experimental Validation
In this section, the sign classification outcomes of the proposed ODTL-SLRC model were

investigated using a benchmark dataset from Kaggle repository [19]. The training dataset comprises
of 87,000 images sized at 200 x 200 pixels. Out of 29 classes, 26 are for letters A-Z and 3 for SPACE,

DELETE, and NOTHING. Some of the sample images are demonstrated in Fig. 3.

Figure 3: Sample images
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Tab. 1 provides the comprehensive analysis results accomplished by ODTL-SLRC system. The
outcomes indicate that the proposed ODTL-SLRC methodology improved the performance in all
classes. For instance, ODTL-SLRC technique classified A signs with prec,, reca,, accu,, and F,,,
values such as 99.97%, 99.98%, 99.90%, and 99.92% respectively. In addition, ODTL-SLRC technique
classified L signs with prec,, reca,, accu,, and F,,,, values such as 99.92%, 99.97%, 99.89%, and 99.97%
correspondingly. Along with that, the proposed ODTL-SLRC technique classified T signs with prec,,
reca,, accu,, and F,,, values such as 99.91%, 99.98%, 99.93%, and 99.95% respectively. Moreover,
ODTL-SLRC approach classified Z signs with prec,, reca,, accu,, and F,,,. values such as 99.91%,
99.89%, 99.96%, and 99.98% respectively. Furthermore, the proposed ODTL-SLRC methodology
classified Delete signs with prec,, reca,, accu,, and F,,,, values such as 99.95%, 99.92%, 99.95%, and
99.89% correspondingly.

Table 1: Results of the analysis of ODTL-SLRC technique under all classes

Sign Prec, Reca, Acce, F. Sign Prec, Reca, Acc, Fg
A 99.97 99.98 99.90 99.92 P 99.94 99.91 99.93 99.97
B 99.91 99.93 99.92 99.94 Q 99.92 99.92 99.89 99.90
C 99.96 99.96 99.91 99.94 R 99.97 99.96 99.94 99.94
D 99.89 99.97 99.97 99.92 S 99.95 99.97 99.90 99.97
E 99.93 99.96 99.89 99.98 T 99.91 99.98 99.93 99.95
F 99.91 99.89 99.97 99.97 U 99.94 99.95 99.91 99.93
G 99.95 99.92 99.93 99.98 v 99.90 99.94 99.98 99.98
H 99.93 99.91 99.91 99.89 W 99.97 99.95 99.90 99.93
I 99.95 99.92 99.90 99.93 X 99.94 99.96 99.98 99.98
J 99.96 99.94 99.89 99.98 Y 99.96 99.90 99.98 99.92
K 99.91 99.91 99.90 99.91 V4 99.91 99.89 99.96 99.98
L 99.92 99.97 99.89 99.97 Space 99.95 99.93 99.94 99.97
M 99.92 99.93 99.94 99.96 Nothing 99.93 99.91 99.94 99.89
N 99.89 99.90 99.90 99.92 Delete 99.95 99.92 99.95 99.89
(6] 99.92 99.93 99.97 99.90 Average 99.93 99.93 99.93 99.94

Fig. 4 portrays the overall average sign detection and classification performance results achieved
by ODTL-SLRC approach. The figure portrays that the proposed ODTL-SLRC model proficiently
classified the sign languages with average prec,, reca,, accu,, and F,,, values such as 99.93%, 99.93%,
99.93%, and 99.94% respectively.

Tab. 2 provides a brief overview on the classification outcomes of ODTL-SLRC model under dif-
ferent optimizers. The experimental values highlight that the proposed ODTL-SLRC model produced
effectual outcomes in all the optimizers.
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Figure 4: Average analysis of ODTL-SLRC technique with different measures

Table 2: Comparative analysis results of ODTL-SLRC approach against existing algorithms

Methods Precision Recall Accuracy F-Score
ODTL-SLRC 99.93 99.93 99.93 99.94
SGD optimizer 99.90 99.90 99.90 99.84
RMSProp optimizer 99.92 99.89 99.75 99.88
Adam optimizer 99.89 99.84 99.25 99.89

Fig. 5 examines prec, and reca, values accomplished by ODTL-SLRC model under different
optimizers. The proposed ODTL-SLRC model obtained an effective performance with prec, and
reca; values being 99.93% and 99.93% respectively. Also, SGD methodology reached an effective
performance with prec, and reca; values such as 99.90% and 99.90% correspondingly. Along with that,
RMSProp model obtained an effective performance with prec, and reca; values such as 99.92% and
99.89% correspondingly. Followed by, Adam technique obtained an effective performance with prec,
and reca, values such as 99.89% and 99.84% correspondingly.

Fig. 6 examines the acc, and F,,, values attained by the proposed ODTL-SLRC system under
different optimizers. ODTL-SLRC approach obtained an effective performance with accu, and F,,,.
values such as 99.93% and 99.94% correspondingly. In addition, SGD model obtained an effective
performance with accu, and F,,,,, values such as 99.90% and 99.84% correspondingly. Also, RMSProp
method obtained an effective performance with accu, and F,,,. values such as 99.75% and 99.88%
correspondingly. Eventually, Adam model obtained an effective performance with its accu, and F,,.
values being 99.25% and 99.89% correspondingly.
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Figure 6: Acc, and F,,,,, analyses results of ODTL-SLRC technique with existing approaches

Fig. 7 provides the accuracy and loss graph analyses results, achieved by the proposed ODBN-
IDS model against recent methods. The outcomes show that the accuracy value got increased and the
loss value decreased with an increase in epoch count. Further, the training loss was low and validation
accuracy was high in existing algorithms.
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Figure 7: Accuracy and loss analyses results of ODTL-SLRC technique with existing approaches

Tab. 3 reports the overall sign language classification performance of ODTL-SLRC technique
against existing techniques [20].
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Table 3: Recognition rate and computation time analyses results of ODTL-SLRC technique against
existing algorithms [20]

Methods Recognition rate (%) Computation time (min)
KNN algorithm 96.25 16.54
SVM model 98.10 14.34
ANN model 98.11 15.41
CNN model 99.89 11.21
ODTL-SLRC 99.93 06.44

Fig. 8 demonstrates the results of detailed Recognition Rate (RR) analysis, accomplished by
ODTL-SLRC model, against existing approaches. The experimental outcomes indicate that KNN
technique produced the least performance with an RR of 96.25%. At the same time, SVM model
obtained a slightly enhanced performance with an RR of 98.10%. Furthermore, ANN approach
resulted in even more improved outcome i.e., RR of 98.11%. Moreover, CNN methodology achieved
a near optimal outcome with an RR of 99.89%. However, the proposed ODTL-SLRC model
accomplished the best performance over other methods with an RR of 99.93%.
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100 {1 == ANN Model 99.89 99.93
R 991
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-
o
=
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Figure 8: RR analysis results of ODTL-SLRC technique against existing algorithms

Fig. 9 demonstrates the results achieved from detailed Computation Time (CT) analysis between
ODTL-SLRC model and existing methods. The experimental outcomes indicate that KNN method
produced the least performance with a CT of 16.54 min. Simultaneously, SVM model obtained a
slightly enhanced performance with a CT of 14.34 min. ANN model attained an even more improved
outcome with a CT of 15.41min. Besides, CNN approach gained a near optimal outcome with a CT
of 11.21 min. At last, the proposed ODTL-SLRC methodology accomplished the best performance
than other methods with a CT of 6.44 min. From the above mentioned tables and discussion, it
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is obvious that the proposed ODTL-SLRC model accomplished the maximum performance on the
applied dataset.
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Figure 9: CT analysis results of ODTL-SLRC technique against existing algorithms

4 Conclusion

In current study, a new ODTL-SLRC technique has been developed to recognize and classify
sign language for disabled people. The proposed ODTL-SLRC model involves three major stages.
Firstly, EfficientNet model generates a collection of feature vectors. Secondly, the hyper parameters
involved in EfficientNet technique are fine-tuned using HGSO algorithm. Thirdly, sign classification
process is carried out using BILSTM model. The experimental validation of the proposed ODTL-
SLRC technique was executed using benchmark dataset and the results were inspected under different
measures. The comparison study outcomes established the enhanced efficiency of ODTL-SLRC
technique than the existing algorithms. In future, hybrid DL models can be designed to improve
classification performance.
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