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Abstract: Heterogeneous Internet of Things (IoT) applications generate a
diversity of novelty applications and services in next-generation networks
(NGN), which is essential to guarantee end-to-end (E2E) communication
resources for both control plane (CP) and data plane (DP). Likewise, the
heterogeneous 5th generation (5G) communication applications, including
Mobile Broadband Communications (MBBC), massive Machine-Type Com-
mutation (mMTC), and ultra-reliable low latency communications (URLLC),
obligate to perform intelligent Quality-of-Service (QoS) Class Identifier
(QCI), while the CP entities will be suffered from the complicated massive
HIOT applications. Moreover, the existing management and orchestration
(MANO) models are inappropriate for resource utilization and allocation
in large-scale and complicated network environments. To cope with the
issues mentioned above, this paper presents an adopted software-defined
mobile edge computing (SDMEC) with a lightweight machine learning (ML)
algorithm, namely support vector machine (SVM), to enable intelligent
MANO for real-time and resource-constraints IoT applications which
require lightweight computation models. Furthermore, the SVM algorithm
plays an essential role in performing QCI classification. Moreover, the
software-defined networking (SDN) controller allocates and configures
priority resources according to the SVM classification outcomes. Thus, the
complementary of SVM and SDMEC conducts intelligent resource MANO
for massive QCI environments and meets the perspectives of mission-critical
communication with resource constraint applications. Based on the E2E
experimentation metrics, the proposed scheme shows remarkable outperfor-
mance in key performance indicator (KPI) QoS, including communication
reliability, latency, and communication throughput over the various powerful
reference methods.
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1 Introduction

In the next-generation networks (NGN) era, numerous applications and services are rapidly
converged to network systems that significantly obligated the intelligent network operation, and
management and orchestration (MANO). The end-to-end (E2E) communication and computation
resources of the control plane (CP) and the data plane (DP) obligate to extend MANO to meet the
perspective of various quality of service (QoS) 5th generation (5G) and beyond 5th generation (B5G)
networking applications. The intelligent QoS class identifier (QCI) based on the applied machine
learning and deep learning algorithms take essential functions and deliver novelty opportunities to
overcome the multi-level resources, application, and services requirements [1-3]. Furthermore, due
to the insufficient computation capacity of mobile devices, applied mobile edge computing (MEC)
empowers the computation resources and capability for real-time and mission-critical Internet of
Things (IoT) services. The current network system still relies on mobile cloud computing (MCC).
When data is transmitted to the cloud server, time delay problems occur due to limited data
transmission speed, consumption of network resources, and server loading. The mission-critical and
real-time applications will suffer from the remote cloud infrastructure. MEC has proposed succeeding
with 5G/B5G networking to shorten latency and reduce energy consumption, which has emerged
as a new paradigm [4]. However, edge computing operates with limited resources than the existing
centralized cloud. Therefore, to accommodate QCI in the heterogeneous IoT (HIoT) environment, this
paper proposes an intelligent resource allocation scheme (IRAS) is to minimize the time delay problem.
The IRAS proposed in this paper aims to compute the real-time and mission-critical applications at
the edge areas. In particular, the software-defined networking (SDN) controller will be configured
to handle the user requests based on the priority assignment approach. Furthermore, the proposed
IRAS classifies traffic-utilizing in a support vector machine (SVM) algorithm. The SVM enables
the QCI classification of the user services and edge computation levels clustering. Finally, significant
experimentation and result validation are conducted in this paper.

The rest of the paper has been organized as follows—the related research on MEC resource
allocation and QClI classification are elaborated in Section 2. The proposed IRAS method is conducted
in Section 3. Section 4 discusses the performance evaluation results. Finally, Section 5 describes the
conclusion and future work.

2 Related Works
2.1 Network Traffic Classification

There are several existing network traffic classification methods, including port-based traffic
classification, payload-based traffic classification, and machine learning-based traffic classification.
Port-based traffic classification is a method of classifying the corresponding application traffic by
checking the port number when a network port number used by all programs is assigned through
the Internet Assigned Numbers Authority (IANA). However, the port-based traffic classification
remains poor accuracy for the dynamic-port application. For example, the dynamic-ports application
has rapidly increased in the 5G/B5G era [5-9]. Furthermore, the payload-based traffic classification
method inspects the application layer’s payload and the actual content of packets in network traffic
utilizing deep packet inspection (DPI) [10,11].

Due to the machine learning-based traffic classification method operating without utilizing
payload, traffic classification can be performed regardless of whether the application is encrypted
[12,13]. Machine learning-based traffic classification is a method of classifying traffic using machine
learning classification and clustering techniques after learning items that can be characteristic of
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traffic for each application. Recently, network traffic classification utilizing deep learning is being
actively conducted, and network traffic classification using machine learning in SDN has become the
practical solution for vertical and horizontal network and traffic level classification [14]. The SVM-
based classification is suitable for binary classification. However, the binary classification approach
challenges implementing multiple classifications, while the one-to-many or one-to-one methods are
used. One-to-many is a method of selecting the class with the highest decision score by creating a
binary classifier for each category. One-to-one is a method of choosing the most classified as positive
by creating a binary classifier for all the cases in the combination of two classes. Therefore, a binary
classification algorithm is selected in the multiple classifications from the one-to-many or one-to-one
method is automatically selected and executed in scikit-learn [15].

Random forest algorithms were conducted to achieve more prediction reliability. The data set
that the generated individual decision tree learns is data sampled to overlap some of the entire
data, called bootstrapping partitioning. Random forest is characterized by easy handling of missing
values and providing a practical algorithm for processing extensive data. And without adjusting
the hyperparameters, reasonable accuracy can be achieved only with the default values. Also, it
has the advantage of not modifying the data separately. However, it has the disadvantage that it
uses more memory than a general linear model and takes a long time to train and predict. Naive
Bayes is a statistical classification algorithm based on the Bayes theorem. The most straightforward,
fastest, and most reliable algorithm takes less training speed than a linear classifier and has the
characteristics of processing large amounts of data more quickly. In addition, it is characterized by
relatively good performance without adjusting parameters separately. However, it can be complex
when there are many features by considering all correlations between features. Therefore, it is used
to classify simplified data in a short time.

SVM is an algorithm that finds the decision boundary that maximizes the margin by distinguishing
two groups separated linearly. The dividing line used to separate the two groups is called a decision
boundary, and the key is to find the decision boundary that best separates the two groups. We need to
find the optimal weights and biases to define decision boundaries. SVM was initially being developed
for binary classification problems and finding an expression that fits multiple classes is still a problem
that needs to be continuously studied [16]. SVM can be used for prediction problems of numerical
or categorical data, and at least the data characteristics show good performance. Also, since it is less
affected by erroneous data, overfitting can be avoided. However, various tests are required to find the
optimal model to adjust multiple kernels and hyperparameters.

2.2 Resource Allocations

Offloading operations enable resource limited IoT devices to perform complex and large amounts
of functions [17]. Because IoT devices have a fixed battery life, they perform sophisticated application
operations using mobile cloud computing or mobile edge computing. Resource allocation solves
the problem of selecting an edge server to be offloaded among several edge servers. Computational
offloading can use mobile cloud computing and mobile edge computing. Among them, mobile cloud
computing has the advantage of enabling more complex operations. Still, because it is centralized
and far from IoT devices, it is vulnerable to security and data defects and may cause time delays.
Therefore, real-time processing is required, and it is a distributed structure for applications and stable
data storage. Consequently, it is helpful to offload operations using mobile edge computing techniques
close to users.
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Computational offloading can be primarily divided into binary offloading and partial offloading
[18-20]. Binary offloading performs tasks that cannot be split locally on a mobile device as a whole or
offload them all to the MEC server. Sub-loading is achieved by performing a subset of operations on
the IoT devices and offloading the rest to the edge server. An essential point in partial offloading is in
what order operations are performed because the subsets divided in the application are interdependent.

3 Material and Method
3.1 Requirements for Each Service

The QCI represents QoS characteristics such as priority steps, packet delays, and packet error
rates in the 5G/B5G mobile communication. The default priority level of resource scheduling among
the QoS flows of the packet delay budget implies the peak of the time a packet can be delayed. Packet
error rate (PER) refers to the upper limit of the percentage of protocol data units (PDUs) that are
not successfully delivered to the upper layer when data is transmitted. The Default Maximum Data
Burst Volume (DMDBYV) represents an immense amount of data which 5G access networks should
be served. The default averaging window instead of the period during which the guaranteed flow bit
rate (GFBR) and the maximum flow bit rate (MFBR) should be calculated. This value is also used
instead of the preconfigured value when received. In this paper, data were generated considering the
characteristics of the classes 5G QoS identifier (5QI), and the maximum default data burst volume
and default barging window were excluded from the feature extraction stage.

3.2 Classification of Network Traffic Using Machine Learning

Since this paper targets IoT devices that require rapid computational processing, a lightweight
traffic classification algorithm is targeted [21]. Since the machine learning-based traffic classification
method can overcome and utilize the limitation of the existing traffic classification method, such as
backbone of communication in the networking area to ensure investigation of the QoS support for
diverse applications. Therefore, in this paper, machine learning-based traffic classification to identify
characteristics for establishing a classification model of offline data.

3.2.1 Data Collection

Data collection is divided into data measurement and label allocation. After data is collected in
the data measurement stage, consideration on sending packets, forming IP flows, and assigning the
application’s name. Then, capturing the transmitting packets and binary data are extracted from each
captured point. Next, the IP flow is formed, as shown in Figs. 1a and 1b. Flow is used in traffic
classification, a set of packets transmitted from the source to the destination. Packets belonging to
one identical flow have transported headers or application headers such as source and destination IP
addresses, port numbers, or protocol types [22-25].

Header Set of Packets

(a) IP flow structure

Source IP Destination IP Source Port Destination Port Protocol

(b) Structure of the flow header

Figure 1: (a) IP flow structure and (b) Structure of the flow header
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In the flow structure, the packet is to achieve notice the flow proceeds in association with a specific
pattern of application. In this process, verification of traffic classification is essential, and DPI is
mainly processed to inspect applications detail from data traffic. Furthermore, generating end-to-end
simulation in the proposed network environment for data collection, which traffic can be obtained and
identified through simulation or traffic generation systems in an environment capable of controlling
the network configuration.

3.2.2 Extract Features

To extract necessary data, be unused defect data can be removed, organized, and modified
through normalization or a combination of data. Feature reduction and selection are facilitated for
omitting the useless data featuring, and several features can be selected or reduced from the extracted
features. Data extracted from flow are learned based on stochastic features such as flow duration,
packet arrival interval, packet length, etc. [26]. The packet arrival interval and packet length are
essential characteristics for traffic classification learning using machine learning. They can be used
with measurement items such as maximum, minimum, average, and standard deviation. In this paper,
since the class characteristics are shown in 5QI were considered, it consisted of PER and packet delay
budget.

3.2.3 Algorithm Selection

Several machine learning algorithms such as classification, clustering, and regression have been
developed to perform various tasks. Moreover, machine learning algorithms can be selected according
to prospectively purpose methods. In this paper, the communication traffic is classified using random
forests, knife bases, and SVMs, which are well known as multiple classification algorithms. Otherwise,
comparing the accuracy of each machine learning, a method is selected for resource allocation to
provide differentiated QoS according to a specific application.

First, the random forest creates a training dataset through a bootstrap. Then, the training datasets
are learned individually. Each tree node has a partition function divided into binary decisions the
parameter characteristics for being randomly selected. The tree is divided, and then the features are
compared with the threshold values of each tree to distinguish in conditions true and false. And find
the best attributes among them as shown in Eq. (1). Thus, it goes through the process of selecting
the result through voting as a result of performing predictions with sub-datasets in individual trees
through learning.

n

Ensemble () = argmax; (Zizl (3, =1i), ie{l,2, 3}) (1)

i denoted binary function that outputs Class 1 to 1, Class 2 to 2, and Class 3 to 3, and function
f to output 1 for the predicted I condition is true and 0 if false. After calculating their sum, the final
expected value is determined through a majority vote.

The Naive Bayes algorithm has a slightly different classifier method depending on the categorical
independent variable and the continuous independent variable. The proposed method in this paper,
since the independent variable is continuous with packet loss ratio and delay time, the conditional
probability can be calculated as depicted in Eq. (2) using the independent variable X, a normal
distribution. The symbol IT represents the product of the probability distribution function of the
independent variable X
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an average. In addition, the equations of variance o* and average u are expressed in Eqs. (4) and (5),
respectively. The class ¢ of the output variable are Class 1, Class 2, and Class 3, and the independent
variable X is the packet loss ratio and delay time. In the Knife Bayes classification, a class with the
maximum probability for class ¢ is found.
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Since the dataset configuration used in this paper is difficult to distinguish in the support vector
machine linearly, it can be determined using a soft margin SVM and a nonlinear kernel SVM. Norm
is a method of measuring the size or length of a vector, and the distance of the margin is calculated
using norm as presented in Eq. (6). The objective and constraint equations of the soft margin SVM
are as Eqs. (7) and (8), respectively.

2
< (6)
ol
. 1 "
argmin, {Enc&n +C> a} (7)
yi(wT~xi+b)21_gia 5[2051.:1727"-5” (8)

Root in the gambling of w is calculated by substituting %| lw||” of Eq. (7) in a manner of minimizing
it. In addition, it is possible to adjust the error cost of the training data with &; of Eq. (7), and trade-
off for margin and learning errors is determined by increasing or reducing the value of C through
a constant value called C Y| &. Increasing the C value increases the role of C, and accordingly, the
width of the margin decreases, resulting in fewer errors. Therefore, if the C value is too large, there
is a possibility of overfitting the training data. Thus, if the purpose formula and constraint formula
of Egs. (7) and (8) are expressed using the Lagrange multiplier method, the purpose formula, and
constraint formula can be defined as a combined formula as shown in Eq. (9).

1 L s ba 5S> P’ C i b - 1 iSi 9
maxmin L (@, b, o, §,) = ||w||+ D E—> a(n(e X+ +E) - vE )
for (a;,7r;, >0, i=1,2,...,n)

Next, the minimum value of Eq. (10) is obtained to optimize with this Equation. In the Karush-
Kuhn-Tucker (KKT) condition, since Eq. (10) is in the form of a continuous and convex function, it

becomes the minimum value when the differential value is 0. Therefore, a Lagrange dual-format such
as Eq. (11) may be obtained as a value attained by partial differentiation of this Equation.

min L (@, b, o, &,) = —||w||+CZ E-> a0 x b)) —1+E) - > vk (10)
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Among the results of partial differentiation through the KKT conditions, w values were derived
as shown in Eq. (12). Since y; and x; are learning data representing classes and characteristics,
respectively, the w value can be found through the «; value.

w = Z,‘=1 Ol,-y,-xi (12)

Finally, the optimal solution can be illustrated in the dual problems only when Eq. (13) satisfies
the KKT condition.

Ol,-( l-((,()T'_X,-+b)—1+§l-) :ani%-i:()a i:1,2""7n (13)

To finally allows x; to be an error with respect to the decision hyperplane so that it becomes a
vector on the plus-plane above the decision hyperplane or minus-plane below the decision hyperplane
or exists between the support vector machine and the decision hyperplane. It will not be on the
plus-plane or minus-plane. For classification of data can be performed using these characteristics.
Therefore, in traffic classification using a support vector machine, three classes are substituted for y;
as training data and variables characteristic of each class are substituted for to x; maximize the margin
and find the optimal solution that does not overfit the training data.

3.2.4 Model Performance Evaluation

The execution process of the classification algorithm, see in Fig. 2. Several types of performance
evaluation index methods of machine learning models used to derive results are among these. The
classification evaluation method generally obtains accuracy by calculating the error between the
actual and predicted results. However, in the case of binary classification, there is a limitation that
the evaluation result may be wrong only with accuracy. Therefore, performance is evaluated using
accuracy, error matrix, precision, recall, F1 score, and receiver operating characteristic (ROC)/area
under the ROC curve (AUC). Our proposed method operates for a multiclass classification that is
unsuitable to be divided into two class values of 0 and 1, and performance evaluation is performed
through accuracy.

Training set H Feature extraction H Training model ‘

Dataset

Result

Testing set Classification

Figure 2: Classification algorithm

3.3 SDN-based Intelligent Resource Allocation Scheme

As presented in Fig. 3, the SDN controller performs traffic classification for coming. It is also
realized that the SDN controller already knows the edge server resource usage status. Creating a rule
to be stored in the flow table in the SDN controller in which resources are allocated from a specific
edge server according to the application requirements of each class. The created rule is saved in the
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flow table of the OpenFlow switch. This structure divides the control area and the data areas to enable
flexible network management and faster time delay-sensitive applications.

Application Plane OF Switch eNB SDRA(Core) MEC Resource
Pool
Network Security e 1.OFPT_PACKET_IN
Management e
App App | App
2. Initial Context Setup Request
‘ Northbound Interface
RESTul API 3. Initial Context Setup Response
Control Plane

4. Flow Classification
(Class 1,2,3)

o o

Flow [ ©
Classification = Utilization | Allocation

Southbound Interface
OpenFlow
)
Data Plane OpenFIow Switch
. // (I Q
]

(a) (b)

5. Request to Check MEC
Resource Utilization

6. Check Request Response

7. Update/Install the Counters, Actions and Class
Priorities

8. Execute the Instruction Sets

9. OFPT_PACKET OUT

10. Update MEC Resource
Utilization Statuses

Figure 3: (a) SDN-based traffic classification and resource allocation and (b) SDN-based intelligent
resource allocation scheme (IRAS)

Resource identification and allocation are necessary processes for IoT computation [27,28].
Resource verification is the stage in which the SDN controller gathers the resource information of
the edge server. To obtain efficient execution of each application in resource allocation, the capacities
in resource allocation, resource information, and resource utilization must be well-known.

In this paper, IRAS is proposed to minimize the execution time of the deterministic operation
model to shorten the transmission latency. Processing states from 1 to 3 and 7 to 9 are the same as the
operation method of OpenFlow [29]. First, when the user connected to the wireless connection with
a base station. Then, the SDN controller sends request packets for the initial global view to the base
station. Afterward, packets are prioritized by the application through a traffic classifier that performs
machine learning-based traffic classification of the SDN controller. At this time, the set of packets
entering the traffic classifier is defined as a flow according to the SVM classification.

Meanwhile, the SDN controller requests the edge server and receives a response to determine the
resource utilization rate of the MEC. As a result, the SDN controller can determine the utilization
rate of each edge server. Then, by mapping the server that will use the MEC resource according
to the class priority divided according to the flow classification result, the rules configured in the
SDN controller flow table are created, and these rules are delivered to the OpenFlow switch through
the PACKET_OUT message. Finally, since the resource utilization had changed due to the server’s
resource usage, the changed edge server resource utilization status is updated in the state management
module of the SDN controller. The procedure code of IRAS, the proposed method.
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Algorithm 1: SDN-based Intelligent Resource Allocation Scheme

1: Input: Training set S
2:  Function: Random Forest classifier RF, Naive Bayes classifier NB,
3:  Support Vector classifier SVM
4:  Output: Class y,, i = {1, 2, 3}
5: /% Selecting Optimal machine learning classification algorithm and Training */
6: while (packet x; in S)
7:  check packet x;, flow classification according to 5QI using machine learning
8: compare accuracy RF, NB, SVM using test data
9: if (highest accuracy in SVM <« True)
10: SVM = arg min,,, <%||a)2|| + Zé,}
i=1

11: V(@ x,+b)>1—&, £>0, i=1,2,...n
12:  and using nonlinear kernel
13:  optimize C, K,,,_ .. (¥ , d)

14:  endif
15:  end while
16: /% Resource allocation by service class x/

17:  while (require the service < True)

18:  while (packet coming)

19:  flow classification using optimal machine learning classifier
20:  check the utilization of the MEC servers

21: if (higher priority class flow < True)

22: resource allocate by lower utilization MEC server

23:  else
24: resource allocate by higher utilization MEC server
25:  endif

26: end while
27: end while

4 Performance Evaluation
4.1 Evaluation of Network Traffic Classification Performance Using Machine Learning

The dataset generated with the characteristics of PER and delay time (Delay) is depicted in Fig. 4a.
Although there is a difference in the distribution ranges, the number of data was used the same as 300
each class, see in Fig. 4b. Data were normalized to proceed with classification by uniformly adjusting
the distribution range. The machine learning algorithm used in this paper was implemented using the
scikit-learn library. When the data to be learned were classified into the random forest, knife bay,
and SVM, the accuracy was shown in Tab. 1. The accuracy of the SVM and random forest was high,
of which it was confirmed that the accuracy of the SVM was the best. In the actual experiment that
reflects the proposed IRAS, the kernel was selected, and hyperparameters were adjusted to improve
the accuracy of the SVM.

To find the optimal hyperparameters, optimization was performed based on commonly used
values, as shown in Tab. 2.
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Figure 4: (a) Distribution of learning data by class according to data characteristics, and (b) Amount
of learning data by class

Table 1: Comparison of classification algorithm yields

Algorithm SVM  Naive bayes Random forest
Accuracy 94.8% 85.2% 94.1%

Table 2: Hyperparameter values

Hyperparameter Value

Kernel Linear, rbf, poly, sigmoid

C 1073,1072, 107", 10° 10', 10?
Gamma 10-3,1072, 10!, 10°, 10", 10?
Degree 1,2,3,4,5,6

Kernel, which is classification in nonlinear, includes four types: Linear kernel, Gaussian kernel,
Polynomial kernel, and Sigmoid kernel. C represents the curvature of the kernel function in the training
data. The degree means the order of the polynomial kernel. Therefore, the hyperparameters C, gamma,
and degree values were adjusted to raise accuracy. As a result, when the optimal hyperparameters were
the Gaussian kernel, C was 10, and gamma was 1, the accuracy was the highest at 97.8%.

4.2 SDN-based Intelligent Resource Allocation Technique Performance Evaluation

To illustrate the outperformance of the proposed IRAS algorithm, the conventional approaches
of random and static algorithms were simulated, where random algorithm aimed to randomly
allocate the resource for edge server utilization and state algorithm fully relied on experience-based
allocation based on user experienced performance associated with nearby edge server correspondingly.
Additionally, the Equal Cost Load Balancing (ECLB) algorithm was extensively simulated to perform
traffic distribution with optimization of edge server by readjusting the loading path. Therefore, the
proposed three conventional approaches, namely random, static, and ECLB, were conducted to
present the efficiency indication.

The simulation is conducted in NS-3 for end-to-end, see in Fig. 5, in which flows are classified
into three classes: mission-critical, real-time, and non-real-time, for the mapping to the MEC server
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according to priorities for each class is mentioned. Additionally, the mission-critical service for class 1
is required at least delay time, as depicted in Tab. 3, PER does not require relatively high reliability at
1072, 10*. Class 2-person real-time service requires minor delay but does not require much reliability
with a PER analogues Class 1. Finally, the Class 3 non-real-time service requires slight delay while
PER values reliability as 107°. The experimental results conducted based on these requirements are
as follows. See in FFigs. 6a and 6b, the presenting of the comparisons of IRAS mission-critical service,
real-time service, and non-real-time service with latency, reliability, packet loss ratio, and throughput

in three services, respectively.
SDN Controller
B H

' IRAS queue
o

|

I

| Core
| Network
I

I

|

*. IRAS queue| :

MEC pool
*eNB : evolved Node B
*Mobile Edge Computing

*IRAS : Intelligent Resource Allocation Scheme (H| 2HH2l)

Figure 5: Simulation topology
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Figure 6: (a) Comparison of IRAS latency and (b) Reliability comparison of IRAS
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Table 3: Simulation parameters

Parameter Value

MEC server 3

Traffic data rate 10~70 Mbps
Simulation time 310s

MEC loading 5~35ms
PDU size 1024 bytes
eNB 3

Queue type RED
Number of packets 2,100,000

The delay comparisons of the three services, see in Fig. 6a. For the Mission-Critical communica-
tion, RT is Real-Time, and Non-RT is Non-Real-Time, respectively, with the lowest latency of 11.24
ms and the highest latency of 31.21 ms according to the class priorities. The minimum delay time of
RT is 20.24 ms, and the maximum delay time is 40.22 ms. The minimum delay time of the non-RT is
30.25 ms, and the maximum delay time is 50.21 ms. Furthermore, the average latency of the MC is
22.86 ms, the average latency of RT is 32.04 ms, and the average latency of non-RT is 42.68 ms. This
paper is proposed IRAS complies with the requirements of 3GPP Release 17.

Reliability is determined by the degree to which the loss ratio is low according to the packet
loss ratio, see in Fig. 6b. In the beginning, packet losses occurred relatively much due to the initial
network setting, so reliability was low, but after that, all three services showed a reliability of 99.86%
or more. The average reliability of MC is 99.89%, the average reliability of RT is 99.89%, and the
average reliability of non-RT is 99.92%. Regarding Fig. 6a, the MC has relatively low reliability due
to a shorter average delay time, while the packet loss is somewhat lower than that of RT and Non-RT.
Conversely, RT and Non-RT have a relatively long average latency but have higher reliability than MC.
This shows that the proposed IRAS complies with the requirements of 3GPP Release 17, as mission-
critical services require rapid data transmission but do not require high reliability.

See in Fig. 7a, the graph presents the comparing packet loss ratios. The same context as reliability,
it was confirmed that the packet loss ratio was high at first but then overall decreased to less than 0.1%.
In addition, the ratio gradually decreases over time. Therefore, data transmission is stably performed
in all services over time. The average packet loss ratio of the MC is 0.11%.

035 792.36
-=-MC --+MC
03 ,\ e = 792.34 ~RT
T 025 4\ Non-RT é_ 792.32 Non-RT
s o2\ £ ™3
3 = 79228
= 023 " 792.26 \
a W = £ 79224 e
0.05 = 79222
0 7922
0 30 60 90 120 150 180 210 240 270 300 0 30 60 90 120150 180 210 240270 300
Time [s] Time [s]
(a) (b)

Figure 7: (a) Comparison of a packet loss ratio of IRAS. And (b) Comparison of IRAS throughput
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The average packet loss ratio of RT is 0.11%. The average packet loss ratio of non-RT is 0.07%.
See in Fig. 6a, the average delay time of MC is short, while the packet loss rate is somewhat higher than
that of RT and Non-RT. Conversely, RT and Non-RT have a relatively long average latency, while the
packet loss ratio is higher than that of MC. Fig. 7b shows that the average throughput of MC is the
highest at 792.27 Mbps, the average throughput of RT is the second highest at 792.25 Mbps, and the
average throughput of non-RT is the lowest at 792.23 Mbps. Through this, it was confirmed that as the
utilization rate of the edge server decreases, the delay time occurs less, and the throughput increases.

As depicted in Fig. 8a, the comparing of latency at MC. In the case of Random, the latency value
varies greatly depending on the simulation time because the edge server with high utilization and
low utilization are connected without considering in advance. In the case of Static, communication is
achieved by reflecting the previously connected edge server and reflecting the connection experience
of the user and the server at the next connection. Therefore, the delay time changes by a smaller width
compared to Random. ECLB processes data using all paths to the edge server, so all servers were used
regardless of utilization rate. It was verified that a higher latency occurred than IRAS, which connects
to the edge server with the lowest utilization rate. Fig. 8b presents a graph comparing reliability in
mission-critical services. Although IRAS requires rapid data transmission in mission-critical services,
the packet loss was not muchly considered significantly because reliability packet was not needed high.
For this reason, it was confirmed that the average reliability of the proposed IRAS was 99.89%, the
average reliability of Random was 99.91%, the average reliability of Static was 99.89%, and the average
reliability of ECLB was 99.90%. As a result, due to various measures in the diver’s comparison of the
mission-critical services. IRAS is relatively less reliable than Random, Static, and ECLB in mission-

critical services.
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Figure 8: (a) Delay time comparison of mission-critical services. And (b) Reliability comparison of
mission-critical services

The comparing packet loss ratios, see in Fig. 9a. The IRAS requires rapid data transmission and
does not require much reliability in mission-critical services, so the average packet loss rate is 0.115%,
0.095%, 0.107%, and 0.098%, respectively, indicating that IRAS, Random, Stat, and ECLB packet
loss rates are all low over time. Through this, it was confirmed that the proposed IRAS had a slightly
higher packet loss rate than Random, Static, and ECLB, which did not differentiate the requirements
of mission-critical services. And Fig. 9b illustrates the result of comparing throughput in mission-
critical services. It was confirmed that the average throughput of IRAS was 792.27 Mbps, the average
throughput of Random was 792.25 Mbps, the average throughput of Static was 792.24 Mbps, and
the average throughput of ECLB was 792.25 Mbps, compared to other algorithms such as Random
or Static. This confirms that IRAS can process large amounts of data in a shorter time than other
algorithms in mission-critical services.
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Figure 9: (a) Compare packet loss rates of mission-critical services. And (b) Throughput comparison
of mission-critical services

5 Conclusion

This paper proposes an SDN-based intelligent resource allocation technique that classifies traffic
transmitted to edge servers by service to provide improved QoS to each application performed by
IoT devices and guarantees QoS according to the priority of QCI. Existing resource management
models require a complex process to perform applications requested by IoT devices and are not
suitable for allocating and utilizing resources in large and complex network environments. In this
paper, IRAS, an intelligent resource allocation technique to minimize the time delay problem, was
proposed to solve this problem. Since the proposed IRAS focused on performing latency-sensitive
applications, machine learning-based traffic classification, a lightweight algorithm among various
traffic classification methods, was used. The machine learning algorithm adopted and used a support
vector machine capable of fast, light computational processing. After classifying the traffic, the SDN
controller allocated each traffic to an edge server capable of providing rapid service among several edge
servers according to the priority of the QCI. SDN-based intelligent resource allocation techniques that
can guarantee E2E data transmission considering both control and data areas through this efficient
network operation and management method were evaluated through E2E experiments. As a result,
it was confirmed that high performance was exhibited in results, including communication reliability,
delay time, and communication throughput in terms of QoS, which is a KPI. In the future, if research is
added to predict network conditions such as edge server utilization, data inflow, and data transmission
cycle through intelligent algorithms, it will reduce time and cost to identify edge server utilization and
quickly respond to network congestion. In addition, since the calculation time of the MEC server can
be identified through the calculation model, the resource allocation method considering the calculation
time can be regarded as a future study.
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