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Abstract: Brain tumor is one of the most dreadful worldwide types of cancer
and affects people leading to death. Magnetic resonance imaging methods
capture skull images that contain healthy and affected tissue. Radiologists
checked the affected tissue in the slice-by-slice manner, which was time-
consuming and hectic task. Therefore, auto segmentation of the affected part
is needed to facilitate radiologists. Therefore, we have considered a hybrid
model that inherits the convolutional neural network (CNN) properties to
the support vector machine (SVM) for the auto-segmented brain tumor
region. The CNN model is initially used to detect brain tumors, while SVM
is integrated to segment the tumor region correctly. The proposed method
was evaluated on a publicly available BraTS2020 dataset. The statistical
parameters used in this work for the mathematical measures are precision,
accuracy, specificity, sensitivity, and dice coefficient. Overall, our method
achieved an accuracy value of 0.98, which is most prominent than existing
techniques. Moreover, the proposed approach is more suitable for medical
experts to diagnose the early stages of the brain tumor.

Keywords: Brain tumor; support vector machine; convolutional neural
network; BraTSs; classification

1 Introduction

A human brain consists of billions of cells within the human nervous system. When these cells
start behaving abnormally or growing irregularly, brain cancerous disease occurs. Brain cancer is the
most dreadful type of cancer and triggers many deaths among all ages of people. Brain tumor detection
at early stages can save many people lives [1]. The latest World Health Organization (WHO) survey
described that around seven lacks people were affected with a brain tumor, and above eighty thousand
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have been diagnosed since 2019. Other details show that almost 16,830 deaths due to brain tumors
were recorded since 2019 survey reports. Nowadays, because of many demises, the diagnosis of brain
tumors is the state-of-the-art study area in medicinal imaging [2]. The initial signs of brain tumor
depends on size, location and growth rate of tumor. The initial signs are headaches, vision problem,
tiredness, speech problems and confusion in every matters etc. However, the early recognition of the
brain tumor could surely decrease the demise rates. The early detection of these signs from a medical
expert can save many patients lives.

According to WHO standards, the tumor can cure underneath individual evaluations known as
grades 1-4. The initial stage cancer is grade 1 or benign, and the final stage is grade 4 or malignant [3].
Many types of cancers are spreading around the world. Physicians use many methods like radiotherapy,
chemotherapy, and surgery [4,5]. In contrast, the clinical magnetic resonance imaging (MRI) technique
yields detailed information related to the healthy and tumorous regions with few slices [6]. However,
it’s still an interesting task to diagnose the tumor abnormality due to slice-like shapes. As medical
professionals check the abnormality of tumors in the slice by slice manners, it is more challenging and
time-consuming to analyze the tumorous details [7].

Moreover, with the help of naked eyes, it’s a bit more confusing to analyze the tumors in every slice.
An expert physician is always required to optimize the identification of tumor regions [8]. Therefore,
it’s always an ultimate need to develop an automatic system to diagnose the tumor without human
intervention. In the previous automated methods, many computer vision researchers performed region
of interest (ROI) based preprocessing steps to enhance the tumor diagnosis accuracy with other
convention techniques like K-means, watershed, and deep learning techniques [9].

Many deep learning methods, mainly CNN, have been considered for brain tumor segmentation.
These techniques pick up features in hierarchy behaviors when matched with other procedures like
SVM [10]. These techniques are also effectively useful for the segmentation, retrieval, and classification
related brain tumor imaging [ 1]. Moreover, many supervised learning methods are also helpful for
the identification of brain tumors like Random Forest Classifiers (RFC) [12], Markov Random Field
(MRF) [13], and intensity-based features mapping and other Gaussian models [14]. These methods
are only applied for handcrafted features extraction; the problem with the handmade features method
is that it is mathematically exhaustive compared to the other methods [15].

On the other hand, deep learning approaches are more dominant to extract the handcrafted
features. CNN cab helps analyze medical images to achieve better results [16]. Firstly, with the help
GPU 2D CNN model is applied for the segmentation of clinical manifestations. To get the 3D
segmentation, initially, 2D slices are being processed [17]. However, having a simple CNN structure
has an enormous potential to get better results. Many parameters, computational power, and large
memory are required to process 3D-CNN architecture [18,19].

In current years, CNN must turn out to be most prevalent for medical imaging classification. In
this study, an automated brain tumor detection system with CNN and integration of SVM is presented.
The proposed method can be beneficial for supporting radiologists to precisely predict brain tumor
classification and segmentation. Moreover, the approach in this study uses multilevel models (models
1, 2, and 3) to get ensemble model results. They have different CNN structures with various layers,
parametric functionalities, learning rates, strides, and filter sizes. All models are combined to obtain a
metric used as an input for the ensemble technique. The ensemble model saves the values to integrate
them with SVM. This ensemble-based integration approach allows a fair assessment of the proposed
method with benchmark papers. Thus, the contributions of this paper are as follows:
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e The critical impression of this study is a detailed and early diagnosis of brain tumor by using a
convolutional neural network with integration of support vector machine.

e This work considers classification as well as segmentation of brain tumor region.

e Computer aided systems based on this novel integration would help the radiologist to determine
the tumor stages with accurate precision.

The rest of this paper is organized as follows. We describe related work in Section 2. The detailed
procedure of the proposed method is presented in Section 3. The datasets and evaluation criteria are
presented in Section 4. Finally, Section 5 concludes the paper.

2 Related Work

The brain is a significant body part of humans and consists of many cells. In current ages,
numerous methods grounded on MRI were applied to diagnose brain tumors. Some of the used
methods are discussed below.

A supervised random forest and Gaussian model is used to segment brain tumors in [20,21].
Another research applied morphological and contextual feature extraction methods for brain tumor
recognition [22]. Moreover, a Markov random forest (MR F) model has been used to segment tumorous
regions in [23]. Deep learning methods are more dominant as these create highly discriminative features
hierarchy and build up the feature mapping [24].

On the other hand, in [25], a histogram matching, and bias field correction method is used for
brain tumor analysis. Machine learning methods k-mean, fuzzy c-mean, and thresholding are used
[26,27]. Another research applied a rule and level set-based technique for brain tumor separation [28].
The discrete wavelet transforms [29], artificial neural network, and k-nearest neighbor are applied to
detect the brain tumor [30]. To get the results, these techniques were tested on T1 weighted MR I images
of the BraTS 2013 dataset [31].

Moreover, a fusion approach was used on the multiple BraTS datasets like BraTS 2012, 2013, 2015,
and 2018 to get the results for brain tumor detection [32]. A microscopic brain tumor recognition
using 3D CNN was applied on BraTS 2015, 2017, and 2018 datasets to get the accuracy values as
98.32%, 96.97%, 92.67%, respectively [33]. Deep learning with the handcrafted feature-based method
with fusion approach is applied on BraTS 2015, 2016 and 2017 datasets and achieved the dice similarity
coefficient values as 0.99, 1.00 and 0.99, respectively [34].

In machine learning algorithms, voxel intensities and texture properties are widely utilized.
Each one is classified using the feature vector. Texture features including power, intensity difference,
neighborhood, and others were explored using a benchmark dataset. In this paper, we look at
wavelet surface structures and other machine learning algorithms [35]. According to existing research,
statistical features like feature vector, grey levels-occurrence matrix, SVM, and Back Propagating
Neural Network statistical characteristics outperform other approaches [36].

Moreover, brain tumor analysis using machine learning and statistical methods is also done on
BraTS 2013 and 2015 datasets to achieve the statistical values. The outcomes for specificity, sensitivity,
accuracy, area under the curve and dice similarity values for BraTS 2013 are 0.90, 1.00, 0.97, 0.98
and 0.98 and for BraTS 2015 are 0.90, 0.91, 0.90, 0.77 and 0.95 respectively [37]. Another deep
convolutional neural network for brain tumor recognition is used on BraTS datasets to achieve the
99.8% accuracy value [38].
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A computerized technique is used by using SVM to distinguish between tumorous and non-
tumorous MRI. The achieved results for specificity 98.0%, sensitivity 91.9%, accuracy 97.1%, area
under the curve 0.98 are the best ones compared to the already existing algorithms [39]. A novel
BrainMRNet model is used with the help of a pre-trained neural network known as AlexNet, Google
Net, VGG16, and it achieved an accuracy of 96.5% [40].

For brain tumors detection, a machine learning-based backpropagation neural network with the
help of infrared sensor imaging technology had proposed to get the best results [41]. A convolutional
neural network with Keras and TensorFlow is applied for brain tumor detection and achieved an
accuracy value of 97.87%. The other six traditional methods, SVM, KNN, logistic regression, naive
Bayes, random forest classifier, and multilayer perceptron, were also applied with scikit-learn for
verification of results. Still, the convolutional neural network shows better results than the traditional
methods [42].

Moreover, a convolutional neural network with SVM and KNN is also applied to achieve an
accuracy of 95.62% [43]. A multi-level deep convolutional neural network with different parameters,
layers, and filters is also used [44]. On the other hand, including deep neural network and bias field
correction with feed-forward neural network is also used for brain tumor detection for MRI images
of BraTS 2013 dataset. This method achieved the statistical results as specificity 0.86, sensitivity 0.86,
and accuracy 0.91 as depicted in [45]. An adaptive threshold-based deep CNN is also applied to get
the accuracy values as 99.39% in [46].

In another research, a novel correlation relation mechanism for deep neural network architecture
with the combination of CNN is used in [47]. It achieved an accuracy value of 96%. It helps CNN
architecture to find the most appropriate filters for pooling and convolutional layers. Moreover, a
multi-level deep convolutional neural network for multispectral images is also applied to get the
accuracy results as 99.92% in [48]. Another multilayer’s convolutional neural network is used for 99%
accuracy values [49].

A VGG stacked classifier network is applied for brain tumor recognition. Different traditional and
hybrid machine learning methods are applied to classify the tumor without human involvement in this
research. The proposed VGG stacked classifier network achieved various statistical as precision, recall,
and fl-score as 99.2%, 99.1%, and 99.2%, respectively [50]. Another super-resolution fuzzy approach
is applied in [51] to segment the tumor in high-performance results. The proposed method shows that
by using this technique, the brain tumor is segmented and removed better than the already existing
algorithms, with an accuracy value of 98.33%.

3 Methodology

The novel hybrid method explains in this part of the research. This method integrates CCN with
SVM in the last layer of CNN. This technique has been executed on the system with GPU having 16
GB RAM, Core i7, and 11 the generation. The integration process detail has given below.

3.1 Preprocessing Techniques
3.1.1 Reduction of Noise

Almost every image consists of noise which creates a variation in measuring the numerical image
values. Nowadays, the images captured by digital cameras consist of heavy noise ratios, disturbing the
image quality. Therefore, the Gaussian filter and histogram equalizer technique makes the image noise-
free without losing the image feature mapping. The influence of higher-frequency pixels, including
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noise, is amplified by differentiation of a histogram equalizer (HE), as shown in Fig. 1. It is also
better to use a Gaussian filter before the image segmentation phase as a preprocessing stage. The
mathematical model for denoising of Gaussian filter shows in Eq. (1), where N, is the noisy image,
UC; is the unknown clean image, and K is additive white Gaussian noise with standard deviation as
8x measured.

Ni=UC+K (1)
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Figure 1: Histogram equalizer

3.1.2 Segmentation Technique

The segmentation technique rationally distributes the image into different parts to better under-
stand the semantics of an image. This technique is helpful for the image dataset at the preprocessing
stage to detect the identical region of interest (ROI), as shown in Fig. 2. These techniques extract the
areas of the high intensity to get better quality of the brain tumor affected regions. The region-based
segmentation of brain tumor images extracts only the affected areas in terms of multiple ROIs [52].

Squared ROI Multi-ROI

Figure 2: ROI feature extraction
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3.2 Feature Extraction

Many approaches can apply to extract features for classifying the characteristics of brain tumor.
In recent years CNN has attained more attention to brain tumor detection and classification. Due to
different filters, stride and kernel size, and padding, the CNN model, has a significant impact on the
accuracy factor. The feature map created by using these CNN parameters has more accuracy value.
As an outcome, the aggregate of time taken for learning and classification precision are both affected
[53,54]. Hence, this work applied a CNN due to its higher brain tumor classification and analysis
results. Moreover, CNN contains different layers, as described below and shown in Fig. 4.

1.

1.

1il.

1v.

vi.

Vil.

Input Layer: This layer is the initial one and is treated as an input layer for the whole CNN
model to normalize the images. It takes the image in same sizes, widths, and heights with a
specific number of gray or RGB color schema channels.

Convolutional Layer: 1t is the fundamental part of CNN and is used for feature extraction to
create the feature map [55]. This layer holds various filters and parameters to mine the features.
The size of output layers are measured by using Eqs. (2) and (3), correspondingly, where K, is
the feature map resulting from the images, A is the activation function, j is the input width,
a“, b and filter (f) channels.

K, = A(d, —jy +b) 2)
input — filter size) 3)

value of stride

ouput size = (

Batch Normalization Layer: This specific layer provides strength to the whole CNN network
with zero mean value [56].

ReLU Layer: This layer is the handler of the batch normalization layer and gains the dataset’s
nonlinear values [57]. All the negative values of the layers changed to zero in this layer. The
ReLU output layer measures with the help of Eq. (4), where z is the given input.

AR@ |,
X =1

R (a) = max (0, z) where

ifz<0&z>0 4)

Pooling Layer: This layer is used after every convolutional layer and handles the overfitting
problem in the image dataset. This layer consists of max, min, and average pooling layer
functions [58], as presented in Fig. 3. The size and output of the pooling layer are measured
using Egs. (5) and (6), respectively, where P is the output and G represents the pooling region.

Pa,b = maxaAbeG- (5)

(6)

. convo output — Pooling Size
output size = +1

stride

Softmax Layer: This layer is used as an input for the CNN model as it takes values from pooling
and convolutional layers [59].

Fully Connected Layer: This layer does the real classification task. It covers all layers, and its
input is passed through the whole network of CNN to handle the network’s training. This last,
entirely connected layer symbolizes and yields a vector of size Z, where Z is the number of
classes in the dataset images related to a brain tumor. On the other hand, to learn more about
classification odds, the fully interconnected layer duplicates each information component
according to its weighting before application. The convolutional neural network assessments
weigh the same way as the convo layer in the training stage [60].
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viii. Classification Layer: The actual class entropy against each class measured in this layer. It also

matches the introductory course with relevant features [01].

Max Pooling Average Pooling Min Pooling
20 | 15 | 28 | 184 31| 15 | 28 | 184 31 [ 15 | 28 | 184
0 100 | 70 | 38 0 100 70 | 38 0 100 | 70 | 38
12 | 12 | 2 12 | 12 [T 2 12 | 12 [ 2
12 | 12 | 46 6 12 | 12 | 45 6 12 | 12 |§45 6
Pooling Size Pooling Size Pooling Size
2x2 22 2x2
100 | 184 36 | 80 0 | 28
12 | 45 12 |mib 12 |2
Figure 3: Pooling layer output description
Image Dataset

3.3 Classification of Features

Input Convo+ Convo+ Convo+
Maspool Maxpool Maxpool Maxpool

Convo+

Figure 4: CNN architectural flow

FC

output

The feature extraction phase has been completed with a bag of matching features according
to the specific classes. Then a pool of accurate features is developed to predict tumor classes [62].
Furthermore, ROI-based characteristics are also considered in terms of classification using the CNN
model layers to create a map of similar and dissimilar features. The softmax layer layouts the feature
data for the category; conversely, the fully connected layer is applied for the actual type.

3.4 Integration of Convolutional Neural Network with SVM

In this part, the integration process of a convolutional neural network with SVM has been
explained. Initially, three CNN models with different layers, parametric functionalities, learning rates,
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strides, and filter sizes, as described in Tab. | and Fig. 6. The input images Y1, Y2, and Yn are fed
into CNN models to start the model execution. The CNN models extract feature maps (EFM) and
match them with the classified parameters. Finally, the CNN models output acts as an input for the
integration of the SVM model to create output values as X to complete the model execution.

Table 1: All model layers description with parameters

Learning rate: 0.0001, Number of epoch = 10, Classifier = SGD

Model 1 Model 2 Model 3

Name Parameters Strides  Name Parameters Strides  Name Parameters  Strides
Input 240 x 240, 2 Convo 120 x 120, 2 Convo 120 x 120, 2

3x3 3x3 3x3
Convo 120 x 120, 2 Pooling 60 x 60, 2 ReLU 30 x 30, 2

3x3 3x3 3x3
RelLU 60 x 60, 2 RelLU 30 x 30, 2 Batch 15 x 15, 2

Ix3 3x3 normalization 3 x 3
Pooling 30 x 30, 2 Batch 15 x 15, 2 - - -

3x3 normalization 3 x 3

On the other hand, SVM is a supervised machine learning classifier that analyzes data for
classification and regression purposes. These classifiers provide data for both input and output, which
can use for classification. As SVM creates a learning model in which fresh instances are assigned to
one of two groups of brain tumors with positive and negative hyperplanes, as shown in Fig. 5. Due
to their functionalities, SVM is a non-probabilistic binary linear classifier, and represents learning
techniques used in data analysis domains. In a binary classification problem, the SVM seeks to discover
an ideal hyperplane that divides the data into two classes, as indicated by a subclass of samples called
supporting vectors. SVM can tackle nonlinearly separable situations by altering the data with mapping
kernel functions. Radial basis, polynomial and linear functions are among the tasks used. The value
of hyperplane separation can be expressed as shown in Eq. (7), where v is the weighted vector, f is the
feature vector, and b 1s the bias.

vXf+b=0 (7
Support Vectors
Positive Hyperlane
/N o B Gap
+ + F
+ + 75
_ Negative
- . Hypedane
Gust Class 2
N,
7

Figure 5: SVM architecture
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Figure 6: Proposed model architecture

Accordingly, the point nearest to the hyperplane is determined using Eq. (8).
lvxf+0bl=1 (8)

The separating hyperplane equations for the two classes are given in Eqs. (9) and (10), where
Xie {+1, —1} is the dimensional space vector for the classes.

vxf+b>+1 )
vxf+b<-1 (10)

4 Results and Discussion

The overall results are explained in this section with the different statistical measures known as
sensitivity, specificity, precision, accuracy, and dice coefficient. The training and testing accuracy and
loss are also calculated during the training and testing processes.

4.1 Dataset Description and Preprocessing

The brain tumor segmentation 2020 (BraTS2020) used for this research is publicly available https://
www.kaggle.com/datasets/awsaf49/brats20-dataset-training-validation. It consists of different image
folders such as training 249, validation 74, and testing 45. Each folder contains five NIfTI files (Flair,
T1, Tlce, T2, and Seg). Each file contains 155 slices of image. Some data samples are shown in Fig. 7.
In the preprocessing phase, the noise was removed from the images, the images were resized, and
duplicates were removed. Overall, the dataset was separated into testing, training, and validation sets
in ratios of 15%, 70%, and 15%, respectively. The dataset details are given in Tab. 2, along with the
distribution.


https://www.kaggle.com/datasets/awsaf49/brats20-dataset-training-validation
https://www.kaggle.com/datasets/awsaf49/brats20-dataset-training-validation
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BraTs20_Training_013_flair.

BraT520_Training_013_flair.nii with mask plot_roi

Figure 7: Dataset sample images

Table 2: Dataset description

Category Training Testing Validation
Flair 1245 225 370
Tl 1245 225 370

(Continued)
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Table 2: Continued

Category Training Testing Validation
Tlce 1245 225 370

T2 1245 225 370

Seg 1245 225 370

Total 6225 1125 1850

4.2 Resultant Key Metrics

The accuracy, precision, sensitivity, specificity, and dice coefficient are the statistical terms used
to evaluate the model.

Accuracy: The term accuracy defines the overall model accuracy, which is the combination of
true positive (Tp), true negative (Tn), false positive (Fp), and false negative (Fn) as shown in
Eq. (11) and Fig. 8.

B > Ip+1Tn

- > Tp+Tn+Fp+Fn
Sensitivity: A model can correctly classify the images with positive values as true positive rates
expressed in Eq. (12) and Fig. 9.

T
Sensitivity (recall) = Z%—%—pF (12)
)2 n

Specificity: 1t is the ability of a model to correctly classify the images with negative classification
values as false positive rate shown in Eq. (13) and Fig. 10.

>'n
> Tp+ Fp
Precision: The precision is the ratio of true positive over true positive plus false positive as shown
in Eq. (14) and Fig. 11.

2. 1p
> Tp+ Fp
Dice Coefficient: The ratio of 2 multiplied by true positive over true positive plus false positive
and true positive and false negative as shown in Eq. (15) and Fig. 12.

. .. 2X T,

Dicecoefficient = i (15)
(Tp + Fp) + (Tp + Fn)

Loss function: The number of lousy predictions occurs in a model during the model’s training
process, as shown in Fig. 13.

Accuracy

(11)

Specificity =

(13)

Precision =

(14)
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4.3 Discussion

The different statistical values are given in Tab. 4. These values represent different values related to
loss, accuracy, dice coefficient, precision, sensitivity, and specificity. The accuracy value of 0.98 analysis
is the highest value and remains constant during the maximum epoch sizes. The other statistical factors’
highest values are dice coefficient 0.46 on epoch number 9, precision is 0.99, and remains constant
during the total epochs. On the other hand, the maximum sensitivity value is 0.99 on epoch number 9,
and specificity is 0.99 and remains constant during complete epoch circle execution. During the whole
process, the learning rate is 0.001, and other filters and parameters remain the same. The further details
for all the statistical values are given in Tab. 3.

Table 3: Statistical values of training process

Epoch No Loss Accuracy Dice_coef Precision Sensitivity Specificity
0 0.13 0.97 0.26 0.98 0.96 0.99
1 0.07 0.98 0.30 0.99 0.98 0.99
2 0.06 0.98 0.33 0.99 0.98 0.99
3 0.05 0.98 0.35 0.99 0.98 0.99
4 0.05 0.98 0.37 0.99 0.98 0.99
5 0.04 0.98 0.39 0.99 0.98 0.99
6 0.04 0.98 0.40 0.99 0.98 0.99
7 0.04 0.98 0.42 0.99 0.98 0.99
8 0.04 0.98 0.43 0.99 0.98 0.99
9 0.03 0.98 0.46 0.99 0.99 0.99

Table 4: Statistical values of sub types of BraTS dataset

Epoch No Dice_coef necrotic Dice_coef_edema Dice_coef_enhancing
0 0.04 0.12 0.04
1 0.13 0.25 0.11
2 0.18 0.32 0.16
3 0.22 0.38 0.22
4 0.23 0.41 0.27
5 0.23 0.46 0.32
6 0.26 0.49 0.37
7 0.28 0.54 0.38
8 0.28 0.54 0.40
9 0.32 0.58 0.46

The other statistical values of the BraTS 2020 dataset are also defined in Tab. 4. There are three
subtypes of the BraTS dataset known necrotic, edema, and enhancing. The necrotic is a wild type of
cells death. Moreover, edema is a cancer type in which fluid buildup in the body tissues and swelling
occur in different body parts. While enhancing type cancer cells increase in numbers, these are initially
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not cancer but may become cancer. The dice coefficient values for necrotic is 0.32, edema is 0.58, and
for enhancing is 0.46 on epoch number 9 during the whole execution circle, as shown in Figs. 14-16.
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Figure 14: Dice coefficient necrotic graph of training and validation process
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Figure 15: Dice coefficient edema graph of training and validation process
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Figure 16: Dice coefficient enhancing graph of training and validation process
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The comparison of all the existing techniques is also expressed in Tab. 5. Our proposed method
indicates the best accuracy compared to the current methods on the BraTS2020 dataset. It shows an
accuracy value of 0.98, the highest one compared to others. Therefore, the proposed technique is most
suitable for helping the radiologist detect the early stages of brain tumor to save human lives.

Table 5: Sate-of-the art comparison

Year/Cited Method Dataset Accuracy (%)
2020 [3] CNN BraTS2017 0.96

2020 [3] CNN BraTS2018 0.92

2020 [3] CNN BraTS2015 0.97

2019 [63] CNN BraTS2015 0.82

2019 [64] CNN BraTS2015 0.94

2017 [65] SVM and KNN BraTS2012 0.85,0.72
2015 [66] Proximal support vector machine BraTS2015 0.94

Our method CNN with SVM integration BraTS2020 0.98

5 Conclusion

A hybrid method for brain tumor classification and segmentation is proposed in this work. The
main contribution of this work is the integration of convolutional neural network (CNN) with support
vector machine (SVM) for diagnosis of brain tumor. The CNN models extract features and match them
with the true labels. The CNN models output acts as an input for SVM model to auto segment the
tumor region. A publicly available BraTS2020 dataset is used to evaluate the proposed work. Different
statistical parameters like accuracy, sensitivity, specificity precision, and dice coefficient are used to
calculate execution values. A comparison of the proposed work with the existing approaches revealed
a significant improvement in accuracy achieved. Our work achieved a classification accuracy of 0.98,
which is the most essential value as compared to the current techniques on the BraTS2020 dataset.
As the proposed work is only tested on the BraTS2020 dataset, this technique may be used with
other datasets of brain tumor to diagnose the sub-stages of brain tumors. As for future directions,
the proposed techniques would be used for other datasets and assist in the medical fields.
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